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Abstract 

Generation of realistic finite element method (FEM) geometry of a textile composite material 

at tow scale remains a challenging stage of material modeling. In this paper, a FE model generation 

approach is introduced, based on micro-Computed Tomography (µ-CT) images of a carbon fiber 

reinforced textile composite with multiple layer orientations. For the specified laminate layup made 

of plain weave fabric layers, a tow instance segmentation method based on deep learning was 

proposed. The fiber local orientation field was extracted from the tow centerlines approximation. For 

the image-based finite element meshing, a material interface reconstruction algorithm was proposed. 

The algorithm leads to a conformal and smooth finite element (FE) mesh with high-quality elements. 

FE models with voxel and tetrahedral meshes considering different approximations of the material 

orientation field were generated and used for numerical homogenization of the composite material's 

elastic properties. 

 

Keywords: Material modeling, X-ray computed tomography, Textile composites, Finite element 

analysis (FEA), Deep learning 

 

1. Introduction 

Developments in manufacturing industries have led to the need for the growing variety of 

composite material applications and improvement of the material performance. Carbon fiber-

reinforced polymer (CFRP) composites are very strong and light materials that are commonly used 

where a high strength-to-weight ratio is needed (aerospace engineering, automotive engineering, 

sports goods manufacture, and many other fields of industries). One of the common groups of CFRP 

materials are textile composite (woven fabric) laminates. This material often has many application-

specific advantages over corresponding unidirectional or short fibers composites (like resistance to 

fracture due to weaving, better draping capabilities or higher impact strength). 
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FE modeling of the composites (like numerical homogenization of mechanical properties) plays 

an important role in the material manufacturing processes optimization and quality prediction. Any 

composite manufacturing process introduces local changes (variability) in the internal composite 

structure, e.g., reinforcement misalignment, thickness variations, defects (e.g., voids) [1-3]. In order 

to achieve a higher accuracy of composite part simulations, more reality (details) should be introduced 

in the modeled composite geometry [4, 5]. That directly affects predictions of the local material 

stiffness and, consequently, the mechanical properties of the part itself due to the composite 

hierarchical nature [3, 6]. 

The most realistic composite material models can be obtained with the help of X-ray micro-

computed tomography (µ-CT) and image processing techniques for data segmentation [2, 4, 6, 7]. 

However, such a modeling framework includes two challenging sub-problems: image segmentation 

and finite element (FE) mesh generation, which need to be addressed for the accurate model 

development.  

The gradient-based approaches like structure tensor are often used for the segmentation of µ-

CT images of textile composites [6, 8, 9]. The quality of such segmentation is mainly determined by 

the accuracy of the local fiber gradient, therefore, it is difficult to use this method for images with 

poor fiber (texture) visibility. Nowadays the deep-learning segmentation becomes a rapidly 

developing alternative in the X-ray image-based modeling. Many challenging problems in the µ-CT 

image processing domain were solved using a convolutional neural network (CNN) with the U-net 

architecture [10-13]. This method is able (potentially) to handle arbitrary bad quality µ-CT images of 

a textile, where fibers gradient and tow/matrix interface are difficult to recognize because of noise 

and low phases’ contrast [14]. In [15], the µ-CT image segmentation problem was solved using the 

DeepLab v3+ deep convolutional neural network with ResNet18 as the backbone [16]. Some of the 

recent studies are concentrated on solving the fiber bundles (instance) segmentation problem by 

different deep learning approaches [17-19]. For example, R-CNN neural network [20] was used in 

[18] for tow’s cross-section instance segmentation based on synthetic µ-CT images as a training 
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dataset. In its turn, the synthetic CT is a result of the U-net prediction. The segmentation result was 

later converted into a FE conformal mesh using a meshing algorithm [21]. 

The simplest way to convert a segmented image into a FE model is using the voxel mesh method 

[22]. However, this method often has the following drawbacks: the resulting model is computationally 

expensive (a big number of mesh nodes), its material interface is stair-wise (not smooth) [23] which 

results in artificial stress concentrations. As a solution to the latter problem, image-based FE meshing 

methods for woven geometry reconstruction by triangular smooth surface can be used. These methods 

are roughly split into two groups: general-purpose methods that can be applied to any kind of 3D 

image input (multi-label datasets) [24-26] and methods that are dedicated especially to woven 

geometry input [27-30]. The general purpose remeshing and mesh optimization algorithm [31, 32] 

can also be used as a critical part of a woven structure meshing workflow [33, 34]. Although many 

image-based meshing approaches exist, usually each of them has its strong and weak sides, therefore, 

the problem of FE model generation from the image input continues to be an active research area. 

In this study, a workflow for the generation of a realistic FE model of a CFRP laminate with 

multiple layer orientations starting from a µ-CT image input is introduced. Firstly, the 

warp/weft/matrix regions are segmented based on the deep learning approach. After that, an algorithm 

is proposed and applied to the tow’s instance segmentation with the reconstruction of the local 

material orientation (fiber direction) as a result. Then, the segmentation result is used as input data 

for the image-based FE meshing. The mesh generation step consists of the proposed algorithm for 

surface meshing (material interface reconstruction) and the volume meshing (tetrahedralization) 

using open source TetGen software [35]. The surface meshing algorithm is implemented in Python 

based on a multi-material marching cubes algorithm [26].  

The developed segmentation and the mesh generation results were used to create FE models of 

the composite unit cell (UC) of an automotive composite B-pillar and predict its homogenized 

stiffness using automated workflows realized with Siemens Simcenter 3D Materials Engineering [5, 

36]. The FE simulation based on the tetrahedral mesh was compared against the corresponding voxel-
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mesh model result. Additionally, the influence of out-of-plane fiber orientation on the elastic 

properties was evaluated. 

The proposed modeling workflow is summarized in the next sections as follows: 

1. µ-CT image (semantic) segmentation using deep learning approach; 

2. Tow instance segmentation (tows splitting); 

3. Local fiber orientation reconstruction; 

4. Image-based meshing; 

5. Modeling material elastic properties. 

 

2. Materials 

The µ-CT image stack was acquired from a composite B-pillar (car’s component) [37] which 

was a sandwich structure made of two CFRP textile composite skins and a machined foam insert 

separating the inner and outer sides of the B-pillar (Fout! Verwijzingsbron niet gevonden.a). Each 

skin was composed of five plies of the balanced twill weave carbon fiber fabric Chomarat C-

WEAVE™ 285T 3K HS impregnated with the epoxy resin Sicomin SR1710 with hardener SD8731 

[38] and had a layup of (0, 30, 60, 30, 0). The layer angles correspond to rotation from Y to Z axis 

(Figure 1b, 1c). The textile pattern of each ply is 2/2 twill weave. The structure consists of tows with 

six orientations: -60/-30/0/30/60/90 degrees. The scanned specimen was cut from a central part of the 

B-pillar outer skin (Fout! Verwijzingsbron niet gevonden.a, white rectangle) where the shearing of 

the fabric was minimal, and the layup was close to the designed configuration. The µ-CT images were 

acquired and reconstructed by TESCAN (Belgium). The volume was scanned using the TESCAN 

UniTOM XL X-ray CT system with a voxel size of 4.5 µm.  

After the preprocessing steps (rotation and cropping) the resulting image (Fig. 1b, 1c) had a 

size of 𝑆௑ × 𝑆௒ × 𝑆௓ = 485 × 2016 × 1696 voxels. This image was used as an input for further 

processing which is described in the next sections. 
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a)   b)   c)  

Fig. 1. Composite B-pillar (a); the input µ-CT image: 3D view (b), 2D slice of 30° orientation 

ply (c) 

The constituent elastic properties used in the simulations are summarized in Table 1. The 

studied fabric [39] was composed of untwisted Toray T300B carbon fibers [40] and impregnated with 

the Sicomin epoxy resin [41]. In literature, the transverse elastic modulus of carbon fibers varies in 

the range of 5.25-28.7 GPa [42] depending on the measurement technique or back-calculation 

procedure. In this study, a value of 15 GPa was adopted, which falls in the middle of the 

aforementioned range and was also reported in another research work [43]. In Table 1, the subscripts 

1 and 2, 3 indicate the longitudinal and transverse fiber directions, respectively; shear modulus G and 

G23 were extracted from corresponding values of Young’s modulus and Poisson’s ratio; the epoxy 

Poisson’s ratio was taken from Siemens Simcenter 3D Materials Library. 

Table 1. Elastic constants of the material constituents 

 Carbon Fiber T300 Epoxy Sicomin 
Mass Density (kg/m3) ρ = 1760  [40] ρ = 1148.3  [41] 

Young’s Modulus (GPa) 
E1 = 230  
E2 = E3 = 15  

[40, 42, 
43] 

E = 3.3  [41] 

Poisson’s Ratio 
ν12 = ν13 = 0.256  
ν23 = 0.3  

[42] ν = 0.37   

Shear Modulus (GPa) 
G12 = G13 = 27.3  
G23 = 5.796 

[42] G = 1.2  

 

3. CT Image Processing 

3.1. Semantic Segmentation of Collinear Tows 

Despite the good quality of the input µ-CT image and relatively low level of noise (Fig. 1c), 

the tow (semantic) segmentation remains a challenging problem for a morphological image 

processing approach because the local fiber texture is not clear enough to extract the gradient 
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accurately for all voxels. Therefore, to solve the segmentation problem, the deep learning approach 

[14] used for the bi-directional textile (tows with 0/90° orientations) was adopted here for the multiple 

ply orientations case. Similar to the method in [14], the neural network in this study was trained using 

manually annotated 2D image slices. The slices were oriented in-plane of the sample as depicted in 

Fig. 1c. For the training dataset, 17 from 485 slices (roughly 3 slices per ply) were selected. All of 

the slices were annotated manually using ImageJ software [44]. The neural network with the U-net 

architecture [10] (depth level 5, no batch normalization) was used here. The count of filters in the 

first convolution layer was 32 and this value increased twice on each next layer, thus, leading to 1024 

in the middle of the network (bottlenecks layer).  

In order to simplify the training process, the 6 tow orientations were grouped into 2 classes 

(labels) as demonstrated in Fig. 2. It decreased the count of output classes from 7 (6 tow orientations 

plus matrix) to 3 and led to more accurate neural network prediction on the test data. Note that the 

orientations were clustered in a way to have only one boundary value which splits these two clusters 

(45° and 15° for configurations in Fig. 2a and Fig. 2b respectively). 

a)   b)  

Fig. 2. Orientation labels: group A (a), group B (b) 

In total, three different ways of the tow orientations labeling were used:  

1. Group A (Fig. 2a): -60°, 90°, 60° are label 1, -30°, 0°, 30° are label 2; 

2. Group B (Fig. 2b): 30°, 60°, 90° are label 1, -60°, -30°, 0° are label 2; 

3. Group C: all tows are label 1 and matrix is label 0. 

The neural network was trained for each of the label groups. The training processes had the 

following characteristics: Adam optimization method with learning rate 0.0003, patch size of 

2016x1696 (whole slice), batch size of 1, number epochs of 150 (chosen empirically). The training 
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on a Nvidia Tesla T4 16Gb GPU took about one hour (for each label group). The example of the raw 

image slice and the corresponding network predictions are presented in Fig. 3. 

a)   b)  

c)   d)  

Fig. 3. Input image slice (a); neural network predictions: tows/matrix segmentation (labels group C) 

(b), segmentation for labels group A (c), segmentation for labels group B (d) 

The tows/matrix segmentation (labels group C) was optional. Here it was used for the accuracy 

improvement and the matrix region unification of the segmentations A and B. As for the post-

processing steps, the small, isolated regions were removed from the segmentation C; and the 

remaining matrix of C was assigned as “true matrix” with the consecutive removal of “original 

matrix” in A and B. After that, a mask for each ply was extracted from the multiplication A*B (Fig. 

4a). These ply masks together with the segmentation A provided resulting labels of the collinear tows 

(Fig. 4b).  

a)   b)  

Fig. 4. Multiplication of segmentations A and B (a); the resulting collinear tow labels (b) 

 

3.2. Tow Instance Segmentation 

Let us call the collinear tows within a single ply a “tow family”. An example of such a tow 

family is visualized in Fig. 5a. In the total volume, there were 10 “families” (2 for each of 5 plies), 

which correspond to 10 different label colors in Fig. 4b. For labeling the individual tow instances 

within a “family”, the watershed segmentation over boundary distance transform was used with tow 
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mean surface marks. These marks and the corresponding result of the watershed segmentation are 

presented in Fig. 5g and 5h. The tow mean surfaces were obtained as a segmentation result of the 

“family” mean surface (Fig. 5b).  

Let us define all voxel coordinates of the image as grid points 𝐼௜௝௞ = [𝑖, 𝑗, 𝑘]. For example, index 

𝑖 corresponds to image dimension X and takes values from 0 to 𝑆௑ − 1. The semantic segmentation 

result can be defined as a function 𝐴௜௝௞ = 𝐴(𝐼௜௝௞) that takes values from 0 to 10 and a tow “family” 

image with label index 𝑓 = 1,2, … ,10 can be defined by a binary function 𝐹௜௝௞ = 𝐹(𝐼௜௝௞) that takes 

the value 1 if 𝐴௜௝௞ = 𝑓. Then for each (𝑗, 𝑘) the tow “family” is approximated by a mean integer value 

(Fig. 5c) 

𝑀௝௞ = ቔ
ଵ

ଶ
+ ∑ 𝐼௜௝௞𝐹௜௝௞

ௌ೉ିଵ
௜ୀ଴ ∑ 𝐹௜௝௞

ௌ೉ିଵ
௜ୀ଴ൗ ቕ, 

where ⌊∙⌋ is the round down function. Finally, the binary function of the tow “family” mean surface 

(Fig. 5b) can be introduced as 𝑉௜௝௞ = 𝑉ത௜௝௞𝐹௜௝௞, where the binary function 𝑉ത௜௝௞ = 𝑉ത(𝐼௜௝௞) is non-zero 

only in voxels ൣ𝑀௝௞ , 𝑗, 𝑘൧. The sum ∑ 𝑉௜௝௞
ௌ೉ିଵ
௜ୀ଴  gave us a 2D image where non-zero values are white 

and zero values form black dashes (Fig. 5d). These dash voxels were clustered using the DBSCAN 

algorithm [45] and connected by lines as demonstrated in Fig. 5e. The lines split the surface projection 

into tow projection regions (Fig. 5f). Using the heightmap data 𝑀௝௞ (Fig. 5c), we returned to three-

dimensionality from the projections and obtained the required approximation of tow mean surfaces 

(Fig. 5g). Then, these tow mean surfaces were used as input for the watershed segmentation of the 

“families” (Fig. 5h). 

a)   b)   c)   d)  
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e)   f)   g)   h)  

Fig. 5. Tows splitting workflow: input tow “family” (a), tow “family” mean surface (b) and its 

heightmap (c), surface projection (d), gaps clustering (e), mean surface segmentation in 2D (f) and 

3D (g), tow “family” segmentation (h) 

 

3.3. Local Orientation Analysis 

The material properties of a tow are strongly anisotropic and defined by the local fiber 

orientation field. The following algorithm was implemented to compute tow orientation vectors 

required for FE modeling: 

For each tow: 

1. Find centerline projection using “family” orientation angle (Fig. 6a); 

2. Find the tow mean surface (voxel representation); 

3. Find tow centerline voxels (based on step 1 and 2 results); 

4. Get tow centerline curve by a spline fitting to the centerline voxels (Fig. 6b); 

5. Find fiber orientation for centerline points as tangent vectors; 

6. Get orientation for each tow voxel as the orientation of the closest centerline point. 

Firstly, the 2D in-plane projection of the tow centerline was found as the straight line through 

the tow projection mean point with the “family” orientation slope. Fig. 6a shows a tow projection 

(yellow), its mean point (green) and the resulting centerline projection for “family” slope 34° (red 

line). This approach provides the same slope for each tow in a “family” including small boundary 

pieces which can be approximated not accurate by another method. The “family” slopes extracted 

from the known lay-up (0°, 30°, 60°, 30°, 0°) can be inaccurate, therefore, the new values were 

computed by averaging tow centerline slopes with length weights. The averaging with the length 



11 
 

weight means that each tow contributes its slope into the average values proportional to its length. 

For example, the found “family” slopes which correspond to the plies lay-up were [1.01°, 33.84°, 

63.77°, 34.06°, 1.05°], which shows more than 4° difference compared to the datasheet value for 4th 

ply. 

In step 3, the voxels of the 2D centerline projections were mapped back to 3D as a 

corresponding voxel subset of the tow mean surface. The centerline voxels were decimated and fitted 

by the 2nd order spline curve using SciPy spline fitting functionality [46]. The decimation (decreasing 

count of points) simplified the spline fitting procedure. The curve tangents (for discrete points set) 

were computed and then used for the orientation interpolation in tow voxels (steps 5 and 6 of the 

algorithm). Fig. 6b plots the resulting centerline curve (red), the points used for fitting (green) and 

the tow boundary profile. 

In this way, the orientation for all tow voxels was extracted. The statistical analysis of the 

obtained orientation distribution showed that the fibers had a small out-of-plane inclination angle 

(less than 10 degrees for most of the voxels). 

a)   b)   

Fig. 6. Tow centerline in-plane projection (a) and spline interpolation (b) 

 

4. Finite Element Mesh Generation 

The proposed tetrahedral mesh generation workflow (for multi-materials labeled image input) 

includes the following main stages: 

1. image preparation; 

2. generation of an initial interface mesh (Fig. 7c) based on multi-materials marching cubes 

algorithm [26]; 
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3. initial surface smoothing (Fig. 7d); 

4. surface remeshing (Fig. 7e – 7g) based on edge split/collapse/flip and tangential smoothing 

operations; 

5. volumetric tetrahedral meshing (Fig. 7h) using TetGen open-source software [35]. 

The algorithm steps for a test image (10x10x10 voxels, 3 materials) are visualized in Fig. 7 and  

described in detail in the following subsections. The algorithm was implemented in Python based on 

Numpy/SciPy library packages [46]. 

a)   b)   c)   d)  

e)   f)   g)   h)  

Fig. 7. A test input image and its internal view (a, b); initial surface (c); smoothing result (d); 

remeshed surfaces (e, f, g); volumetric meshing result (h) 

 

4.1. Image Preparation 

Often the voxel representation of geometry is ambiguous, which can lead to ambiguity or 

incorrect topology in the following surface reconstruction step. Such ambiguity occurs when voxels 

with the same label have only one common edge or vertex. For example, Fig. 8a and 8b demonstrate 

ambiguous configurations: if the green voxels have an identical label and the grey voxels have any 

label different from the green voxel label. 

In this work, the ambiguities were resolved by changing color of one of two critically connected 

voxels to a neighboring voxel color (Fig. 8c and 8d). The changing of the voxel color can lead to new 

ambiguities. Therefore, the procedure was performed iteratively until all ambiguities were resolved.  
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Another part of the image preparation step is image boundary padding by one voxel thick layer. 

This layer possesses 26 new artificial labels (6 faces, 12 edges, and 8 corners) and serves to fix the 

image boundary features (edges and corners) during the next surface reconstruction step. 

a)   b)   c) ..d)  

Fig. 8. Edge (a) and vertex (b) type of voxel ambiguity; resolving ambiguity (c, d) 

 

4.2. Initial Surface Reconstruction 

The interface mesh was reconstructed using a multi-material marching cubes algorithm [26]. 

The original algorithm converts the input voxel grid (labeled image) to a cell grid with nodes in voxel 

centers. Thus, one cell is a voxel-size cube with the vertexes in the centers of 8 adjacent voxels. Each 

cell structure stores 8 numbers to identify colors (materials) that correspond to its vertices. This 

algorithm has the same idea as the bi-material marching cubes algorithm (popular in computer 

graphics) [47] in which a set of triangles (a pattern) is predefined for all possible cell configurations 

as a look-up table (LUT). The LUT is used to map the image cell grid directly to the triangles which 

form the image interface mesh. The high performance of the bi-material marching cube algorithm is 

achieved based on effective storing of all possible triangle patterns in a small size LUT. In the case 

of two materials, the count of LUT records is 256 (2 materials with the power of 8 vertices). In the 

multi-materials case, a cell has 8 with the power of 8 different configurations that results in a 

cumbersome LUT. In this work, a method for significant reduction of the LUT size was proposed, 

thus, leading to performance improvement. 

The triangle patterns were classified based on the count of the cell faces with a new central 

node (count of face nodes) [26]. The count of patterns for less than 3 face nodes was reduced from 

942,880 to 7,287 unique LUT records. All basis surfaces used for the pattern construction are 

presented in Appendix (Fig. A). 
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For the special case of 4 face nodes in the same plane, we introduced cell triangulations without 

the new node in the cell center (demonstrated in Fig. 9). Such configuration occurs 751,800 times 

(3,288 unique LUT records). 

a)  b)  c)  d)   

Fig. 9. Patterns for cells with 4 face nodes (red dots): original algorithm (a, b) and proposed 

modification (c, d) 

The remaining cell configurations in which the algorithm adds a new node into the cell center 

[26], were compressed from 15,082,536 to only 256 records. That was achieved by splitting the cell 

triangulation into 6 parts such that each part belonged to one of the 6 cell faces. Such splitting 

procedure is demonstrated in Fig. 10. The resulting 256 face patterns (4 materials with the power of 

4 vertices) were further reduced to only 60 unique LUT records. 

a)   b)  

Fig. 10. Example of triangulation splitting: cell with central node (a), green face (sub-)pattern (b) 

 

4.3. Initial Surface Smoothing 

Let us introduce several terms. A manifold interface between only two materials will define a 

bi-material surface. A set of consequently connected edges that are shared between three or four 

material regions will form a multi-material segment. A node that is the endpoint of a multi-material 

segment will represent a multi-material corner. Additionally, a dihedral angle with multi-material 
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segment edge will be called a multi-material dihedral angle. Finally, a dihedral angle with an internal 

bi-material surface edge will be named a bi-material dihedral angle.  

The initial surface reconstruction provided a conformal non-manifold interface mesh while 

keeping the original voxel size resolution. For smoothing this surface, the Laplacian method was 

employed: 

𝑋௅ = 𝛼𝑋 + (1 − 𝛼) ∑ 𝑋஺ /𝑉, 

where 𝑋 and 𝑋௅ are the coordinates of the current and updated nodes respectively; 𝑋஺ are the 

coordinates of the node that is adjacent to 𝑋; 𝑉 is the count of the adjacent nodes; 𝛼 is the control 

parameter of the smoothing speed (value 0.5 was used). The smoothing operation is visualized in 

Fig. 11a. 

During the smoothing process, the multi-material corners were always fixed, multi-material 

segments were smoothed independently on the bi-material surface nodes, and the bi-material surfaces 

were smoothed with fixed multi-material segment nodes. The minimal value of the multi-material 

dihedral angle was limited for preventing surface intersection and avoiding poor quality elements for 

FE analysis. Therefore, both smoothing operations (for multi-material segments and surfaces) were 

equipped with an “undo” functionality which controlled the multi-material dihedral angles and set 

corresponding nodes back to their previous iteration positions if their movement leads to smaller than 

limited dihedral angles. Additionally, during the smoothing iteration, the following mesh 

characteristics were limited: the minimal bi-material dihedral angle, the maximal node distance to its 

initial position (< 0.8 voxels), and the minimal node distance to the neighbor nodes (> 0.3 voxels).  

 

4.4. Surface Remeshing 

The remeshing aimed at increasing the quality and decreasing the node count of the smoothed 

mesh. Here this process was applied only to the bi-material surfaces; the algorithm for optimization 

of the multi-material segments discretization is not currently implemented. Therefore, only remeshing 

of a manifold surface with fixed boundary segments (if existing) is considered in this subsection. 
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However, to the authors’ knowledge, there are no theoretical obstacles that hinder the algorithm 

extension for treatment of the multi-material segments as well.  

The surface remeshing algorithm iteratively repeats four local mesh processing operations: edge 

split, edge collapse, edge flip, and tangential smoothing [25, 31]. Basically, the edge split adds a new 

node in the middle of an edge that is longer than the desired limit; edge collapse removes the edge 

which is shorter than the desired limit; edge flip changes the edge adjacency if it improves triangles 

quality (see Fig. 11b). The tangential smoothing is the Laplacian smoothing with the following node 

projection on the surface tangent plane. It is computed according to the following formula: 

𝑋் = 𝑋௅ + 𝑁௏[𝑁௏
் ∙ (𝑋 − 𝑋௅)], 

where 𝑁௏ is the surface normal in point 𝑋 and 𝑋௅ is the Laplacian smoothing of 𝑋. 

In this work, the edge length limits for each node were computed as the closest distance from 

this node to other bi-material surface nodes, which were not bigger than a predefined parameter 𝐿௠௔௫ 

and not smaller than the shortest length of the multi-material edge. The efficiency improvement of 

the edge flip operation was realized based on the shape factor criteria. According to that, an edge was 

flipped if it led to an increment of the minimal shape factor of its adjacent triangles. In turn, the 

triangle shape factor is a ratio of the triangle area and the area of the equilateral triangle with the same 

circumradius. Similar to the initial smoothing operation, the edge flip/collapse and the tangential 

smoothing operation were implemented to produce the surface with a predefined limit on the minimal 

bi-material dihedral angle. 

At the final stage of the FE mesh generation algorithm, the surface remeshing result was used 

as the input boundary for the open-source software TetGen [35] to get a tetrahedral mesh while 

preserving the input surface. Therefore, the interface mesh was not modified by TetGen as a fixed 

boundary. TetGen automatically assigns attributes to tetrahedra in different regions that were used 

for the material properties assignment. 
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a)   b)  

Fig. 11. Local mesh operation: smoothing (a), edge flip (b) 

 

4.5. Meshing Results 

A periodic structure cannot be extracted from the given input image because each ply has its 

own period. Therefore, we just cut out the tow’s instance segmentation (Section 3.2) to have the 

maximal equal size in-plane (1696 voxels). After that, some of the boundary slices were removed as 

they usually have less segmentation quality. The new image size was 480x1600x1600 voxels and it 

was further downsampled with coefficients 0.1 and 0.125 resulting in the volumetric images of 

48x160x160 and 60x200x200 voxels respectively. Then, voxel and tetrahedral meshes were 

generated for both input images. Further in the text, the voxel meshes will be titled vox_x100 and 

vox_x125 that corresponds to the downsampling coefficients of 0.1 and 0.125. Analogically, the 

tetrahedral mesh names will be tet_x100 and tet_x125. The choice of the downsampling coefficients 

is motivated by keeping the balance between the geometry accuracy on one hand and the 

computational efforts on the other. Only vox_x100 and tet_x100 meshes were used for FE simulation 

and vox_x125 and tet_x125 meshes were used to demonstrate the tetrahedral meshing results and 

track the influence of the downsampling coefficients on the tow volume fraction (TVF). 

For the tetrahedral mesh generation, the algorithm parameters were set as follows. The count 

of the initial smoothing iterations was 7; the count of the remeshing iterations was 7; the minimal 

multi-material and bi-material dihedral angle limits were 20 and 40 degrees respectively (smoothing 

and remeshing steps had the same values). The maximal edge length limits 𝐿௠௔௫ was set to 3 and 4.5 

voxels for generation of tet_x100 and tet_x125 meshes respectively. 

The voxel and tetrahedral meshes (vox_x125 and tet_x125) are presented in Fig. 12 using 

Simcenter 3D visualization. The detailed mesh information is collected in Table 2. The tetrahedral 
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mesh quality was verified using Simcenter 3D functionality. The quality report is presented in 

Table 3, where the aspect ratio is the ratio between the longest and the shortest edge of an element, 

and the tetrahedral shape factor is defined analogically to the triangle shape factor (subsection 4.4). 

a)   b)  

c)   d)  

Fig. 12. Resulting meshes for voxel (a, c) and tetrahedral (b, d) elements; ply elements 

selection (c, d) 

 

Table 2: Meshes size and tow’s volume fraction. The first column (called original) corresponds to 

the original resolution image with the size of 480x1600x1600 voxels 

 original vox_x100 vox_x125 tet_x100 tet_x125 
nodes ( ∙ 10଺) 1233 1.3 2.5 0.61 0.87 

elements (∙ 10଺) 1229 1.2 2.4 3.48 4.97 
TVF (in %) 70.27 70.35 70.28 69.62 69.74 

 

Table 3: Tetrahedral mesh elements quality report 

 
min faces angle max faces angle aspect ratio shape factor 
average worst average worst average worst average worst 

tet_x100 36.3 7.2 90.9 163.0 1.74 8.23 0.6078 0.0001 
tet_x125 36.2 5.6 91.1 167.3 1.74 7.31 0.6055 0.0001 

 

The computational time of tet_x125 mesh generation was about 75 minutes on an Intel Core i7 

1.9GHz CPU and 32 Gb RAM. The time was distributed between the main steps of the algorithm as 

follows: the initial mesh generation (multi-material marching cubes) took 7 seconds, the Laplacian 
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smoothing step (7 iterations) took ~ 2 minutes, remeshing (7 iterations) took ~ 64 minutes, and, 

finally, TetGen used 8 minutes for the tetrahedral meshing. 

 

5. Numerical Homogenization of Mechanical Properties 

5.1. Material Properties and Boundary Conditions 

Four simulations were set up on vox_x100 and tet_x100 meshes. For each mesh type, two fields 

of the tow local orientations were considered. In the first case, all the vectors were located in-plane 

(YZ plane in Fig. 13a), the out-of-plane component of the orientation vectors was zero (in-plane 

model). In the second case, the orientation was fully 3D and followed the bundles undulation (out-of-

plane model). The unit cell dimensions were measured from the cropped segmentation and were equal 

to 2.16×7.2×7.2 mm3. For each model, the fiber volume fraction in the composite was computed 

based on the sample thickness of 2.16 mm and accounting for five layers of the fabric with the areal 

density of 285 g/m2 [39], which resulted in a value of 37.48%. Afterwards, the fiber volume fraction 

inside the tows (TFVF) was calculated as 37.48/69.62≈54% for the tetrahedral mesh and 

37.48/70.35≈53% for the voxel mesh. The TFVF for each FE model is reported in Table 4. The tow 

elastic properties were estimated using Chamis formulae [48] and the constituent properties from 

Table 1. 

To verify the derived TFVF values, it was also evaluated as the ratio of tow cross-section fiber 

area and the average tow cross-section area. The approximate tow cross-section area (0.204 mm2) 

was computed based on manual segmentation of 17 cross-sections on the initial µCT image. 3000 

fibers in a tow with a diameter of 7 µm gave us 0.115 mm2 of the fiber area in a tow. The resulting 

ratio of these areas equals ~56% that is close to the values computed based on the areal density. 

Siemens Simcenter 3D Materials Engineering allows the user to predict homogenized elastic 

properties of a periodic UC in an easy and automated manner [5]. The software has a functionality 

which applies 3D periodic boundary conditions (PBCs) on FE meshes and defines six loading cases: 

three in tension and three in shear [49], by imposing displacements on three specially created 
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reference points which provide the necessary degree-of-freedoms and control the UC mechanical 

response. The process also supports non-identical meshes at opposite boundary faces, which is the 

case for the tetrahedral mesh. When solutions of the defined six cases are found, the homogenized 

elastic properties of the modeled composite UC can be calculated. This step is also automatically 

performed with the dedicated tool of the Simcenter 3D Materials Engineering. 

 

5.2. Stiffness Homogenization Results 

The µ-CT based models were derived from a real composite material that always has structural 

deviations. The latter leads to the lack of strict model periodicity making the choice of boundary 

conditions not obvious [6]. In this work, PBCs were still used, however, bearing in mind that this 

boundary condition type will result in artificial stress peaks at the unit cell boundary surfaces. In order 

to estimate the effect of these stress concentrations on the homogenized elastic properties, manual 

homogenization was performed on a voxel model with the out-of-plane orientation. The out-of-plane 

orientation was selected because it delivered the highest boundary stress peaks (Fig. 13c). In the 

manual homogenization, five boundary slices of the FEs were not considered (“cropped”) in the 

volume stress averaging. The difference between homogenized stiffness of the full and “cropped” 

models was found to be negligible, less than 3.6% for Young’s moduli and shear moduli, except for 

GYZ where the error was about 7%. Thus, further in this work, results obtained on the full models are 

reported for the sake of convenience.  

The results of the FE-based stiffness homogenization on the four studied models are 

summarized in Table 4, where subscript indexes X, Y, and Z denote the axes of the global coordinate 

system (Fig. 13a). An example of the resulting stress distribution for the in-plane and out-of-plane 

models are depicted in Fig. 13b and 13c respectively. They illustrate shear stress (component 31) in 

the local tow coordinate system (1 represents the fiber direction and 3 denotes the transversal, 

through-yarn thickness direction). These images correspond to tensile load along the Y axis. 

Table 4: Predicted homogenized properties 
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 in-plane model out-of-plane model 
 vox-mesh tet-mesh vox-mesh tet-mesh 
TFVF 53.28% 53.84% 53.28% 53.84% 
ρ [kg/m3] 1377.60 1377.57 1377.60 1377.57 
EX [GPa] 7.093 7.062 7.076 7.053 
EY [GPa] 27.962 28.802 29.527 31.115 
EZ [GPa] 27.155 27.939 29.060 30.599 
νXY 0.081 0.078 0.081 0.077 
νYZ 0.287 0.290 0.293 0.297 
νXZ 0.084 0.082 0.084 0.080 
GXY [GPa] 2.348 2.349 2.460 2.481 
GXZ [GPa] 2.346 2.347 2.469 2.493 
GYZ [GPa] 9.633 9.969 10.268 10.858 

 

a)   b)   c)  

Fig. 13. Tet-mesh model: tow layers in the global coordinate system (a); shear stresses in the 

local coordinate system for in-plane (b) and out-of-plane (c) models 

 

6. Discussion 

The accuracy of the used deep learning approach for the semantic segmentation step was shown 

in the work [14]. The proposed idea in the current study to reduce the count of tow labels (clustering 

orientations) simplifies the neural network training and can also be adopted to a layer stack with other 

orientations layup. All six tow orientations (labels) were recovered in the post-processing step using 

three segmentations with individual neural networks training. Training the network more than once 

is not necessarily an issue for the current approach because the training time can be relatively short 

(in this research, it took about 1 hour per network). 

For the watershed based individual tow segmentation, using morphological erosion appears a 

simpler alternative to the mean surface marks. However, the erosion-based segmentation can lead to 
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inaccurate tows splitting and lose small tow pieces at the image corners. On the other hand, it is very 

rare that the proposed mean surface segmentation in 2D loses a small corner. Thus, this small tow 

piece can be considered as a single structure together with a larger neighboring tow, or it can be 

treated in a more accurate way by detecting the local minimum at the corners using information about 

tow’s width and orientation. 

Considering the mesh generation step, one could argue that the proposed solution of the voxel 

ambiguity by modifying the input image is a “rough” method, and a more accurate approach could 

be resolving ambiguity on the sub-voxel level. However, in practice, this accuracy impact can be 

insignificantly small. For example, for the tet_x125 image input, only about 300 voxels (0.01%) with 

critical connectivity were detected which could not change the geometry or material volume fraction 

significantly even if all the voxels were not modified optimally. 

In the resulting tetrahedral meshes, the tow volume fraction was changed very slightly when 

compared with the original value (see TVF row in Table 2). The difference was less than 0.1% for 

the voxel meshes and about 2% for the tetrahedral meshes, which was insignificant and could be 

corrected at the FE modeling stage by adjusting the fiber volume fraction in the tows. In general, 

preserving the material volume fraction of the input (segmented) image during the interface 

reconstruction and smoothing/remeshing steps remains a challenging problem. However, the volume 

fraction accuracy can be improved, for example, by introducing a surface curvature-based sizing field 

[50] in the remeshing algorithm. 

The further development of the remeshing algorithm can include the multi-material segments 

processing for reducing the node count in the resulting FE mesh. Additionally, the overall mesh 

generation performance can be improved by implementing it in C++ instead of Python. Currently, 

most of the computation time was spent on the remeshing step. The edge split/collapse/flip operations 

are very time-consuming in the Python implementation because of loops over all the mesh edges. 

The numerical homogenization results showed that the computed elastic properties were 

consistent between the considered mesh types. The homogenized elastic moduli were slightly bigger 



23 
 

(less than 5%) for the tetrahedral mesh, which could be attributed to a more accurate composite 

geometry representation. As a result of a more realistic material orientation, the out-of-plane FE 

models had a slightly higher stiffness compared to the in-plane models (Table 4). In the latter, 

dominant deformation in the fiber bundles occurred in shear due to a smaller in-plane shear stiffness 

of the tows compared to their longitudinal stiffness. The tow undulation included in the out-of-plane 

models prevented such unrealistic shear deformation (Fig. 13b, 13c). 

 

7. Conclusions 

A new image segmentation method for processing µ-CT data of 2D textile composites with 

multiple layer orientations layup was proposed in this study. The method successfully used a deep 

learning approach for the semantic segmentation of collinear tows. After that, the individual tow's 

instances were segmented with high accuracy based on the mean surface splitting algorithm. The 

material's orientation field was computed using tow's centerlines approximation by spline curves.  

The segmentation result was used as an input for the FE mesh generation algorithm. The 

algorithm combined the following main steps: resolving voxel ambiguity, initial mesh reconstruction, 

smoothing, remeshing and tetrahedral meshing. The multi-material marching cubes algorithm was 

improved and used here for the initial mesh reconstruction. The classical Laplacian smoothing 

algorithm was adapted to process the non-manifold reconstruction result avoiding surface self-

intersection and sharp dihedral angle issues. Then, the local mesh processing operation was applied 

for the non-manifold surface remeshing, which significantly decreased the node count of the initial 

mesh reconstruction result. Finally, the interface surface mesh was used as input for the open-source 

software TetGen to provide the tetrahedral mesh for FE modeling. This shows the efficiency of the 

proposed algorithm for the generation of the realistic FE model with high-quality mesh from the 

accurate image segmentation result.  

The segmentation and the mesh generation output were used to generate FE models and to 

predict homogenized stiffness of the B-pillar composite sample using Siemens Simcenter 3D 
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Materials Engineering. The FE simulation results for the models based on the voxel and tetrahedral 

meshes were compared. 
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Appendix 

Two groups of basis surfaces for the multi-material marching cubes algorithm are presented in 

Fig. A, where numbers from 1 to 8 indicate the count of the boundary segments. It includes surfaces 

of the cell without face nodes and with exactly two face nodes. Any other surface of these groups can 

be obtained by rotation, symmetrical flipping and combination of the presented surfaces. 

a)  b)  

Fig. A.  Surfaces of the cell without face node (a) and with 2 face nodes (marked by red dots) (b)  
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