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Abstract 
The bioconjugation at tyrosine residues using cyclic diazodicarboxamides, especially 4-substituted-3H-
1,2,4-triazole-3,5(4H)-dione (PTAD), is a highly enabling synthetic reaction because it can be employed for 
orthogonal and site-selective (multi)functionalizations of native peptides and proteins. Despite its 
importance, the underlying mechanisms have not been thoroughly investigated. Formally, the reaction 
can proceed along four distinctive pathways: (i) the SEAr path, (ii) along a pericyclic group transfer pathway 
(a classical ene-reaction), (iii) along a step-wise reaction path, or (iv) along an unusual higher order 
concerted pericyclic mechanism. The product mixtures obtained from reactions of PTAD with 2,4-
unsubstituted phenolate support the SEAr mechanism, as ortho and para isomers are observed, but it 
remains unclear if other mechanisms take place for the protonated species usually present in proteins. In 
the present work the various mechanisms in vacuo, and in solvents are compared using high-level 
quantum chemistry approaches for the model reaction of 4H-3H-1,2,4-triazole-3,5(4H)-dione (HTAD) with 
p-cresol and p-cresolate. The computations of the reaction of p-cresol and HTAD in vacuo predict that the 
reaction barriers of the pericyclic ene-reactions are strongly favored over both the SEAr mechanism and 
the step-wise biradical pathways (>10 kcal/mol). In a protic solvent (water), the barriers of the SEAr 
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mechanism are predicted to be lowered, lying close to the ones of the ene-reaction. Nevertheless, the 
calculated reaction barriers are still too high to explain the available experimental observations. This is 
only possible if the SEAr reaction of cresolate with HTAD is taken into account. For this reaction nearly 
vanishing barriers are computed, predicting very fast reactions of even transient amounts of 
deprotonated phenol species. Minding the fast decomposition of PTAD in water, this model satisfactorily 
explains the measured conversion rates in buffered aqueous solutions and the strong activation effects 
observed upon addition of bases.  

 

Introduction 
 

Triazolinediones, as for example 4-phenyl-3H-1,2,4triazole-3,5(4H)-dione (PTAD) are very useful reagents 
in chemistry which are used in thermo-1-16 as well as photochemical reactions17-21. PTAD is also an 
important tool for mass spectrometry analysis, for example for identifying fatty acids.22-23 In 2009, Barbas 
III and coworkers extended the application range of cyclic diazodicarboxamides. They published the first 
report of selective bioconjugation at native tyrosine residues of proteins using cyclic diazodicarboxamides, 
specifically 4-phenyl-3H-1,2,4triazole-3,5(4H)-dione (PTAD).24 They could show that the reaction is highly 
selective for tyrosine, up to the extent that it can be employed for orthogonal and site-selective 
multifunctionalizations.24-25 Since then this click-like reaction involving triazolinediones has proven to be 
a promising approach, as it has been employed in biorthogonal bioconjugation25-27 as well as in 
macromolecular sciences.28 Furthermore, the tyrosine click-reaction with TADs has been used to prepare 
DNA-protein conjugates, to couple drugs to monoclonal antibodies and to prepare glycoconjugates.29 It 
was recently shown that diazodicarboxyamide bioconjugation can also be used to redesign and tailor the 
enzyme levansucrase for the synthesis of novel polysaccharides.30  
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Figure 1: Summary of possible reaction pathways for the reaction of p-cresol (1) and HTAD (2). 

Despite its importance, the mechanism of the reaction between PTAD and tyrosine residues was not 
investigated in detail, e.g. theoretical characterizations are missing to the best of our knowledge. The 
most recent discussion about TAD reactions is the comprehensive review by De Bruycker et al.29 Therein, 
as in the original report of Barbas III, the TAD reaction with phenols is denoted as an ‘ene reaction’ but no 
detailed discussion (or speculation) about its possible mechanistic steps is provided. Tyrosine derivatives 
react rapidly (complete in 5 min) with 3 equiv. of PTAD in sodium phosphate buffer with pH=7 and a 1:1 
mixture with acetonitrile. There are several key experimental observations that are indicative of 
significant mechanistic effects that deserve a close investigation. Importantly, the reaction between TAD 
reagents and phenols in organic solvents is exceedingly slow. For peptide or protein conjugations, TADs 
are more reactive with free amines and tryptophan residues. In aqueous medium, the adduct formation 
of TAD and phenols is also not efficient, and is for example outcompeted by background reactions such as 
a slow hydrolysis of TAD.31 Interestingly, the reaction of phenols and TADs in buffered aqueous media (pH 
7-10), is remarkably and selectively accelerated (compared to other nucleophiles which do not show this 
solvent dependence).24 This key finding led Barbas III to investigate the use of TADs as selective covalent 
labeling reagents for tyrosine residues on protein and peptide substrates in aqueous buffers. Plausible 
reaction mechanisms are indicated in Figure 1, employing p-cresol as a model compound for the reaction 
of tyrosine with 4H-1,2,4triazole-3,5(4H)-dione (HTAD). The reaction might proceed via an electrophilic 

aromatic substitution reaction (SEAr). In a first step, the -complex is formed in which the positive charge 
can be delocalized over the aromatic ring, while the negative charge at the PTAD-fragment is stabilized 
through the carbonyl-bond. In vacuum, the proton transfer to the final product has to occur by means of 
an energetically unfavorable four-membered ring. In solution, rearomatisation should be readily 
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mediated by another reactant, a solvent molecule or product species. For example, a cresol molecule 
could act as a bridge to form a six-membered ring for the isomerization. Furthermore, the proton transfer 
could result from two consecutive intermolecular acid/base reactions. Overall, the barriers for such 
tautomerizations are enthalpically very feasible although the reaction rate will depend on the 
concentration of reactant and product. For protic solvents (e.g. water) the proton-transfer can proceed 
along a six-membered ring including one solvent molecule. Thereby, the timescale of the rearomatisation 
is expected to become independent of the concentration of reactant and product. In addition to the 

standard SEAr reaction path the -complex can also pass to the intermediate 3 by an internal proton 
transfer from the positively charged OH-group to the negatively charged nitrogen. This transfer would 
proceed through a six-membered transition state as indicated in Figure 1. 

For p-cresol and TADs, a pericyclic group transfer pathway (pericyclic ene-reaction) which proceeds along 
a highly ordered six-membered transition state (TSene) is also possible. The concerted step leads to the 
same intermediate adduct 3, which then can readily tautomerize to the favored aromatic isomer. The 
pathways for this tautomerization is determined by similar effects as discussed for the rearomatization of 

the -complex to the product and is expected to be very feasible under ambient conditions. For the 
reaction of PTAD with alkenes such a concerted ene-reaction was not found32 but Lu reported the first 
concerted nitroso ene-reaction that occurs between o-isotoluene and nitroso compounds.33 

Beside the mechanisms described above, two further mechanisms are conceivable. The first one (BR) 
resembles the now classical mechanism for TAD ene-reactions, which was found by Houk and coworkers32, 

34 for the reactions of HTAD with propene. For propene, the mechanism proceeds via formation of a 
biradical intermediate. This intermediate then reacts again to the previously described intermediate 3 via 
a 1,5-hydrogen shift. In a last mechanism, HTAD is attacked by cresol, but the hydrogen is not transferred 
to the second nitrogen center but relayed to the carbonyl group neighboring to the electrophilic nitrogen 
center (CO mechanism). Through a kind of pericyclic 10 e-TS35-37 the proton transfer leads to intermediate 
4. The final product is obtained from 4 by a double tautomerization reaction. This mechanism is quite 
unusual but was already discussed by Houk for the reaction of HTAD with propene.32 

Previous experimental findings of Barbas III and co-workers indicate that the SEAr mechanism most likely 
takes place.24, 38 While conversions to the product were found for aqueous buffered solutions (NaH2PO4-
Na2HPO4-MeCN buffer, pH 7-7.4) no reactions is found if MeCN or a mixture of MeCN and H2O (1:1) are 
taken as solvents. Additionally, further literature showed that the reaction also takes place for phenolate 
for which no ene-reaction is possible.39 Nevertheless, the experiments do not exclude competing 
mechanisms in different environments.  

To shed some light on this important topic, we computed the various possible mechanisms for the 
reaction of p-cresol with HTAD for different environments in the present work. Beside vacuum 
calculations, we also included the influence of a polarizable environment through the polarizable 
continuum model (PCM). In addition, we characterized the influence of explicit solvent effects by adding 
water molecules. Water may catalyze the SEAr path considerably because of its hydrogen bond donating 
capacity (Figure 1). In order to ensure that the mechanisms are described on equal footing we employed 
CCSD(T) as well as CASPT2 beside DFT. The multi-reference approach CASPT2 was used because the 
intermediates of the stepwise reaction of HTAD with propene possessed severe biradical character.40 We 
mainly report CCSD(T) energetics in this report while comprehensive results of all computational methods 
can be found in the accompanying Supporting Information (SI). Using these high-level approaches as 
benchmark, we investigated the applicability of the density functional approach. We extended the 
investigation towards the reactions of the cresolate anion to study how a basic environment influences 
the barriers of the SEAr mechanism. In order to investigate which effects determine the energetics, we 
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studied the influence of the aromatic system of cresol by comparing its reaction with the corresponding 
reactions of vinyl alcohol. For the reaction of TADs with xylene, mesitylene, or anisole Breton and Hoke 
have recently provided conclusive evidence that a radical mechanism takes place.19, 41 To elucidate 
possible differences between -OH and –CH3 substituents, we further compared the reactions of HTAD with 
vinyl alcohol and propene.  

    

Computational Methods 
All geometries were obtained at the B3LYP42-44/aug-cc-pVDZ45 and ωB97xD46/aug-cc-pVDZ45 level of theory 
using the Gaussian09 Rev. E software package.47 For ωB97xD optimizations, structures have previously 
been optimized at the B3LYP/aug-cc-pVDZ level of theory. In the case of the TAD ene-reaction with p-
cresol and vinyl-alcohol, the B3LYP potential energy surface (PES) includes superfluous stationary 
geometries near transition states. This failure of B3LYP for some organic chemical reactions has previously 
been reported.48-49   

For all stationary geometries, frequency calculations were performed to validate them as true minima or 
first-order saddle points of the PES. For transition-states, intrinsic reaction coordinate (IRC) calculations 
were performed to find the minima connected by the transition state. All energy calculations at the 
ωB97xD, MP2 and CCSD(T) level of theory were performed using Gaussian09. 𝒯1 diagnostics have been 
obtained from converged CCSD amplitudes.50 Single reference approaches are often sufficiently accurate, 
however in some cases multi-reference approaches are needed to obtain accurate PES,51 electronically 
excited states or even properties.52 Based on the previous studies of Houk and co-worker for the present 
study multi-reference effects could be expected to be important.32 Hence, we used the Complete Active 
Space (CAS) approach in which dynamic correlation effects are taken into account in second order 
perturbation theory (PT2).53-54 All CASPT2 calculations were performed using the MOLCAS 7.8 program 
package.55 The active space of the CASPT2(14,14) calculations was built iteratively starting from canonical 
HF orbitals in the [4,4] case and building larger CAS spaces from pseudo-natural average orbitals of each 
smaller CI space. The energies of separated reactants were calculated for both molecules spaced more 
than 10 Å apart in the case of CASPT2 calculations. Solvent effects were included using the Polarizable 
Continuum Model (PCM), as implemented in Gaussian09 Rev. E and MOLCAS 7.8. For the CT states and all 
intermediates we checked for alternating open-shell species using unrestricted singlet and triplet 
optimizations at the ωB97xD46/aug-cc-pVDZ45 level of theory. In no case relevant open-shell species were 
observed. Details regarding the influence of the considered open-shell structures are found in Table S7 in 
the SI. 

Results and Discussion 
As a first step, we investigated possible paths of the reaction of p-cresol with HTAD which are summarized 

in Figure 1. Within this search, which was performed on the B97xD/aug-cc-pVDZ level of theory, we 
could indeed identify the corresponding stationary points of all four different mechanisms. The 
geometries of the various stationary points are given in the Figures S1, S2, S3, and S4. Additional single 
points energy differences of these geometries were computed using CCSD(T) and CASPT2 to elucidate the 
influence of the theoretical approach on the relative energies (see first column of Table 1 and Table S4 in 
the SI). All energies are given with respect to the separated reactants. For CASPT2, which is not strictly 
size consistent,56 the reactants were computed within a distance of 10 Å.  

Our calculations indicate that the fragments form a stable pre-reactive complex. To check the accuracy of 
this binding event, we computed the basis set superposition error (BSSE). It is only about 1 kcal/mol at 
the ωB97xD/aug-cc-pVDZ and 5.5 kcal/mol on the CCSD(T)/aug-cc-pVDZ level of theory, showing that the 
binding is not an artifact of the calculation. To investigate if this complex corresponds to the charge-
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transfer (CT) complex described previously by Breton and co-workers,18-19 and also by other groups,6, 57 we 
computed its lowest lying electronically excited states for polar media employing PCM. These 

computations were performed using the TDDFT approach at the B97xD/aug-cc-pVDZ level of theory 
because range-separated functionals are needed for the description of CT states.58-60 This level of theory 
predicted electronically excited states at 469 and 425 nm and various states between 350-320 nm with 
quite low or vanishing transition dipole moments. Taking the standard error of 0.1 – 0.2 eV into account 
these findings agree nicely with the broad band (430 – 350 nm) described by Breton and Hoke for MeTAD 
and substituted benzenes. Hence, in the following passages this complex is named CT-complex and the 
discussion will mainly focus on the relative energies with respect to this CT state. It is formed without any 
barrier and due to the subsequent high reaction barriers, its lifetime is sufficiently long for the binding 
energy to be dissipated before the reaction takes place.  The binding of the CT state mainly results due to 
dispersion effects as shown by comparing the binding energies obtained with B3LYP/aug-cc-pVDZ (0.9 
kcal/mol) and with B3LYP-D3/aug-cc-pVDZ (7.6 kcal/mol). This is in line with previous investigations of 
Scheiner and co-workers.61 It should also be noted that due to the computed basis set superposition error 
(BSSE) the relative heights of the reaction barriers are overestimated by 1-5 kcal/mol depending on the 
theoretical approach.  

 
CCSD(T) in vacuo CCSD(T) + PCM CCSD(T) + PCM + H2O 

CT-complex -12.1 -10.0 2 -9.3 / 4 -8.8 

𝐓𝐒𝟏𝐒𝐄𝐀𝐑 16.2    (28.3) 14.4    (24.4) 14.4    (23.2) 

σ-complex 16.2    (28.3) 12.6    (22.6) 11.3    (20.1) 

TSσ → 3 8.2    (20.3) 22.7    (32.7) 21.7    (30.5) 

𝐓𝐒𝟐𝐒𝐄𝐀𝐑 (4-mem) 1 n.c. 1 n.c. 1 n.c. 

𝐓𝐒𝟐𝐒𝐄𝐀𝐑 (6-mem) --- --- 2 8.1 (17.4) / 3 14.8 (23.6) 

TSene 14.4    (22.9) 10.8    (20.8) 11.2    (20.0) 

4 TSSolvent --- --- 2 15.9 (25.2) / 3 22.6 (31.4) 

3 -24.5   (-16.0) -20.1  (-10.1) -18.9  (-10.1) 

TS1 27.4    (35.9) 24.8    (34.8) 24.6   (33.4) 

TS2 23.1    (31.6) 21.7    (31.7) 20.1   (28.9) 

4 -0.8       (7.7) -2.8      (8.2) 1 n.c. 

Product -43.3   (-32.8) -35.9  (-25.9) -34.9  (-26.1) 

1   not computed. 
2   relative energies with respect to fragments or CT-complex which are not stabilized by a 
water molecule. 
3  relative stability with respect to the fragments (or CT state) which are stabilized by a water 
molecule. 
4  see Figure 2. 

Table 1:  Relative energies [kcal/mol] with respect to the fragments (to the CT-complex) of the stationary 
points of the various reaction paths of the reaction of HTAD with p-cresole. For all calculations 
the aug-cc-pVDZ basis sets were used. The geometries were optimized using the ωB97xD DFT 



7 
 

functional. In addition to the CCSD(T) results, CASPT2(14,14) and B97xD energetics have been 
calculated (see Tables S4-S6 in the SI). 

All hitherto reported experimental investigations of TAD-tyrosine click reactions are performed in polar 
protic solutions. Nevertheless, we will briefly discuss the results obtained for vacuum conditions to see 
the influence of polar aprotic or protic solvent and to investigate differences to the reaction between 
HTAD and propene which were characterized in vacuum. In the CT-complex found for the vacuum 
computations, both fragments are separated by about 2.75 Å. They are in a face-to-face orientation, but 
slightly shifted with respect to each other so that the N=N bond of HTAD lies above the CO-bond of the 
cresol (see Figure S1 and Figures 3-5). The computed binding energies of the CT-complex vary between -
12 kcal/mol for CCSD(T) and +5 kcal/mol for CASPT2(14,14). Due to the relative orientation of the two 
fragments with respect to each other two CT-complexes with different geometries are possible. In the 
first one the OH moiety is placed below the five-membered ring of HTAD while it is oriented away from it 
in the second geometry. The influence of both orientations on the reaction mechanism will discussed 
below because most experiments were performed in solution. In summary, our computations predict that 
for vacuum the pericyclic ene mechanism is energetically most favorable. The computed barrier heights 
(TSene) with respect to the CT-complex vary between 21 kcal/mol (CCSD(T)) and about 8 kcal/mol 
(CASPT2(14,14)). The differences may arise because as indicated by the 𝒯1-diagnostic multi-reference 
effects seem to be non-negligible. Similar variations are found for all other stationary states.  

While the absolute values of the computed barrier heights differ, all approaches agree that the 
corresponding barriers for the SEAr mechanism (TS1SEAR) are considerably higher than those found for 

the pericyclic ene-reaction (see Table S4). All approaches also agree that the barriers for the two step-
wise reactions are even higher than those of the SEAR-barriers. It is important to note that for vacuum the 
pericyclic ene-reaction might only proceed to the intermediate 3 because the proton transfer necessary 
to reach the final product will have a quite high barrier in vacuo. This is indicated by the failure of all our 
attempts to determine the corresponding transition states. We refrain from further investigations 
because we are mainly interested in the reactions taking place in aqueous solution. 

The data given in the second column of Table 1 contains solvent effects within the framework of the PCM 
continuum approach which includes polarization effects but neglects molecular effects of a given solvent. 
The structures of the stationary points are given in Figure S2. In the CT-complex, with a binding energy 
varying between 6 and 12 kcal/mol, both fragments are separated by about 3.2 Å (see SI), i.e. the separa-
tion is slightly larger than for vacuum. The energy difference between the two possible orientations of the 
CT-complexes is only 0.2 kcal/mol (-6.1 vs. -6.3 kcal/mol). This could be expected because the binding 
energy mainly results from dispersion effects and donor/acceptor interactions which should not be influ-
enced by the orientation of the OH-moiety. A switch from one minimum to the other minimum is possible 
through a rotation of the OH group towards the HTAD fragment or away from the HTAD fragment. To get 
insights if the transfer is a fast motion we computed the barrier of the rotation away from HTAD because 
the system approaches the transition state of the pericyclic ene-reaction if the OH-group is rotated to-
wards the HTAD. The barrier of the former rotation is about 4 kcal/mol. The small barrier indicates that 
the resulting fast equilibrium will not influence which path is taken according to the Curtin-Hammett prin-
ciple.62 

As expected, the inclusion of solvent effects stabilizes the stationary points with a large degree of charge 
separation along the SEAr pathway. In comparison to the gas phase the TS1SEAR is stabilized by about 3-

4 kcal/mol (relative energy with respect to the CT-complex) while the corresponding relative stabilization 

of the -complex is even larger. Starting from the -complex, the SEAr mechanism can proceed along 
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three different paths (Figure 1). The first one proceeds along a four-membered transition state going di-
rectly to the final product. It is expected to be a very unfavorable one. Indeed, a constraint optimization 

procedure varying the bond length of the C-H bond of the -complex incrementally at the B97xD/aug-
cc-pVDZ + PCM level of theory predict a barrier height of 36.7 kcal/mol.  

The proton transfer from the formally positively charged OH moiety to the formally negatively charged 

nitrogen of the HTAD, which represents a connection between the  complex and intermediate 3, is the 
second pathway of the SEAr mechanism. This route passes through a relaxed six-membered ring as indi-
cated in Figure 1. Starting from the situation in which the proton H2 (see Figure 1) is oriented away from 
the HTAD moiety the reaction is induced by a rotation of the OH-group around the CO bond. Our compu-
tations indicate that this rotation possesses a barrier of about 23 kcal/mol while the subsequent proton 

transfer possess no barrier. This shows that a -complex in which the OH group is oriented towards the 
HTAD will not be stable but will directly proceed to 3. From a closer look on the orientation of the transi-
tion state of the pericyclic ene-reaction (TSene see Figure S2) it becomes clear that such an orientation of 
the OH-group indeed closely resembles transition state of the pericyclic ene-mechanism (see below). 
From 3 the final product is reached through the tautomerization from the keto- to the enol-form which 
will be discussed in connection with the pericyclic ene-mechanism. 

As a final branch in the SEAr mechanism, the proton transfer leading to the final product can proceed 
through a six-membered ring which within an aprotic solvent includes a reactant or a product molecule 
as bridge (TS2SEAR (6-mem)). The barrier height of this proton transfer will be similar to the barrier height 

including water as a bridge (10-14 kcal/mol) which is shown in Table 1. This is considerably lower than the 
barrier height of the TS1SEAR transition state (20-25 kcal/mol) so that entropic effects are not expected 

to shift the relative energy of the TS2SEAR (6-mem) above that of the TS1SEAR transition state. Consider-

ing that the final product could also be formed within two consecutive intermolecular acid/base reactions 

the formation of the -complex is predicted to be the rate determining step of the SEAr mechanism in 
aprotic solvents. The energetic and structural properties of the SEAr mechanisms which were determined 
for the reaction of TAD and p-cresol are showcased in Figure 2. 

While the barrier to the -complex is considerably lowered by polar solvents, the barrier of the pericyclic 
ene-reaction is influenced to a lesser extent. Consequently, while the pericyclic ene-reaction was by far 
the most favorable pathway in vacuo, the differences shrink for a polar environment. Again, although the 
computed barriers vary to some extent, all methods agree that the barrier heights of the first step of the 
ene- and SEAr mechanism differ only by 3-4 kcal/mol. Additionally, all methods predict that the TSene is 
lower in energy than TS1SEAR. They also agree that the barriers of the two remaining reaction 

mechanisms are considerably higher in energy. Within the pericyclic ene-mechanism the final product is 
formed from intermediate 3 by a keto-enol tautomerization. As it will not take place in vacuo, but in 
solution, the same arguments previously discussed for the final step of the SEAr mechanism apply. We 
therefore conclude that this step is not kinetically important as well. Hence, the barrier (TSene) leading to 
the intermediate 3 is predicted to be the rate determining step of the pericyclic ene-mechanism. This is 
underlined by the fact that the high barrier (> 30 kcal/mol) prevents any backwards reactions from 3 at 
room temperature. This may lead to an initial mixture of ketone and phenol forms in aprotic solvents if 
the product tautomerization is slow. The mechanistical pathway of the ene reaction is showcased in Figure 
3. 
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Figure 2:  Surface charge-densities for the three selected stationary points of the SEAr reaction path.  

We are mainly interested in the reaction of PTAD derivatives with tyrosine within aqueous solutions. 
Hence, it is necessary to investigate if a water molecule catalyzes the various mechanisms differently. For 
the SEAr mechanism (Figure 1) a protic solvent simplifies the formation of a 6-membered transition 

structure for the proton transfer connecting the -complex with the final product due to the excess of 
solvent molecules. To estimate this barrier height, we computed the TS2SEAR (6-mem) using a water 

molecule as model for the bridging molecule. In such calculations it is very important to balance the 
stabilization effects of the single water molecule for the different stationary points. This becomes obvious 
from variations in the charge distributions for selected stationary points of the SEAr mechanism which are 
summarized in Figure 2. They indicate that the charges of the carbonyl moieties vary considerably along 
the SEAr mechanism. Hence, if the additional water molecule forms a hydrogen bridge to the carbonyl 
center whose charge varies mostly along the reaction path the reactivity of the HTAD should be 
influenced. For the TS2SEAR (6-mem) transition state, however, the water molecule has to be involved in 

the 6-membered transition state. Consequently, the relative energy of this transition state is 
overestimated if the water molecule is connected with the carbonyl group for all other stationary points. 
The error is reduced because we include polarization effects by the PCM continuum approach. To estimate 
connected error bars, we give two relative energies for the TS2SEAR (6-mem) transition state. As an upper 

bound for the barrier height of the second step of the SEAr mechanism we give the relative energy of the 
TS2SEAR (6-mem) transition state with respect to the fragments HTAD + cresol in which the water 

molecule is placed at one carbonyl group of HTAD. This can be considered as an upper bound because due 
to the position of the water molecule the fragments should be more stabilized than the TS2SEAR (6-mem) 

transition state. As a lower bound we give the relative energy of the transition state with respect to the 
fragment energy without the stabilization through the additional water molecule. This is a lower bound, 
because only the TS2SEAR (6-mem) transition state undergoes some stabilization due to the water 

molecule. Comparable values are given for the relative energies with respect to the CT-complex. They will 
be discussed below. The same considerations hold for a seven-membered ring of the TSSolvent (see Figure 
3). For all other stationary points, the additional water molecule is always positioned at the carbonyl group 
possessing the highest negative partial charge. The structures of the various stationary points are given in 
the Figure S3. The various conceivable mechanisms are visualized including the error estimates in Figures 
3,4 and 5. 
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Figure 3: Intermediates and transition states present in the ene-reaction pathway of the reaction of HTAD 
with p-cresol. Energies are taken from Table 1 at the CCSD(T) + PCM + H2O level of theory. (*): For the CT-
complex two energy estimates depending on the placement of the explicit water molecule have been 
calculated. They serve as an upper and lower error bound. For more information, see text and Table 1. 
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Figure 4: Intermediates and transition states occurring for the SEAr mechanisms of the bioconjugation 
reaction. Energies are taken from Table 1 at the CCSD(T) + PCM + H2O level of theory. (*): For the CT-
complex and 𝑇𝑆2𝑆𝐸𝐴𝑅  (6-mem) two energy estimates depending on the placement of the explicit water 

molecule have been calculated. They serve as an upper and lower error bound (grey bar for 𝑇𝑆2𝑆𝐸𝐴𝑅 (6-

mem)). For more information, see text and Table 1. 
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Figure 5: Intermediates and transition states present in the step-wise reaction pathways of the reaction 
of HTAD with p-cresol. Energies are taken from Table 1 at the CCSD(T) + PCM + H2O level of theory, except 
for 4, which the CCSD(T) + PCM energy difference is displayed. (*): For the CT-complex two energy esti-
mates depending on the placement of the explicit water molecule have been calculated. For more infor-
mation, see text and Table 1. 

 

According to B97xD and CCSD(T) the stability of the CT-complex does not change much if a water 
molecule is added to the carbonyl group of HTAD. Without any water (see second column of Table 1 and 

Table S5) the computed values vary between -6 kcal/mol (B97xD) and -10 kcal/mol (CCSD(T)) while -7 
and -10 kcal/mol are computed if one water molecule is added (Table 3). This is expected because the 
stability of the CT-complex results from dispersion effects which are not strongly influenced by the 

additional water molecule. One might expect that the additional water molecule stabilizes the -complex 
with respect to the CT-complex but also these effects are small. Using water as a model for the bridging 

molecule B97xD computations predict the lower and upper bounds for the height of the TS2SEAR (6-

mem) transition state with respect to the CT-complex to be 7 and 12 kcal/mol, respectively (see third 
column of Table 1 and Table S6). The CCSD(T) approach predicts a higher barrier (17.4 and 23.6 kcal/mol 

for lower and upper limit, respectively) while CASPT2(14,14) comes to a similar conclusion as B97xD (7.5 
and 14.1 kcal/mol, respectively). All approaches predict that the barrier for the proton transfer connecting 

the -complex with intermediate 3 is higher than the TS2SEAR (6-mem) transition state, i.e. the reaction 
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will proceed along the latter TS. Summarizing, all theoretical approaches agree that the formation of the 

-complex remains the rate-dependent step in protic solvents because the heights of the TS1SEAR barrier 

with respect to the CT-complex is considerably higher (B97xD: 23.2 kcal/mol; CCSD(T): 23.2 kcal/mol; 
CASPT2 (14,14) 20.6 kcal/mol) than the subsequent barriers.  

 

 

Figure 6:   
Seven membered transition state of the ene-reaction involving one water 
molecule as bridge. 

 

As expected, the relative transition state energies of the pericyclic ene mechanism with respect to the CT-
complex are only slightly influenced by an additional water molecule. We also tested if a bridging water 
molecule leads to a lower barrier for the ene mechanism (TSSolvent Figure 6), however, the seven-
membered transition state is similarly high or even higher than the six-membered concerted transition 
state without an additional water molecule. Consequently, also in protic solvents the barrier for the 
formation of the intermediate 3 remains so high, that only a slow reaction is expected. This agrees well 
with the available experimental data, as we will discuss below. Finally, the additional water molecule also 
does not change the barriers heights of the step-wise mechanisms (see Figure 5) with respect to the CT-
complex so that they remain considerably less favorable than the pericyclic ene- or the SEAr reaction (see 
Figures 3 and 4).  Summarizing, also for protic solvents the pericyclic ene-reaction remains slightly more 
favorable than the SEAr reaction, however the computed barriers (20-21 kcal/mol) are quite high so that 
only very slow reactions are expected.  
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Figure 7: SEAr reaction pathways for the reaction of p-cresolate (1a) and HTAD (2). The water molecules 
shall only indicate to which centers the hydrogen bond is formed. The computed molecular 
geometries can be seen in Figure 8 and Figure S4. 

 

CT-complex TS1SEAR -complex TS2SEAR  

(6-mem) 

product 

1 -14.8 
2 -13.6 

-11.0 (3.8) -33.5 (-18.7)  1-17.5 (-2.7)  
2-22.0 (-6.4) 

-53.2 (-38.4) 

1       relative energies with respect to the fragments or CT-complex (in 
parenthesis) in which the water molecule is positioned at the carbonyl 
group 

2    relative energies with respect to fragments or CT-complex (in 
parenthesis) which are not stabilized by a water molecule. 

 

Table 2:  Relative energies [kcal/mol] with respect to the fragments (to the CT-complex) of the 
stationary points of the SEAr mechanism of the reaction of TAD with p-cresolate including two 

explicit water molecules. Calculations were performed at the B97xD/aug-cc-pVDZ level of 
theory. Additional polarization effects of the water environment were included via the PCM 
approach. For more information, see Table 3 and text. 

Experimental data indicates that PTAD also reacts with cresolate or phenolate,39 for which no ene-reaction 
is possible. To investigate differences between cresol and cresolate we also characterize the SEAr reactions 
of p-cresolate with HTAD (Figure 7 and Table 2). The corresponding computed structures are given in 
Figure S4 and the comprehensive mechanism is visualized in Figure 8. As for the previous calculations we 
used one water molecule which is either attached to the carbonyl group or used to form the 6-membered 
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transition state TS2SEAR (6-mem). A lower and upper estimate of this barrier are given as well. Because 

negatively charged oxygen species are often troublesome if solvent effects are only described by a 
continuum approach,63 we added another water molecule which for the whole reaction remained at the 
oxygen center of the cresol moiety. We only employed the ωB97xD/aug-cc-pVDZ approach because the 
system became too large for the computationally more expensive approaches. Furthermore, the previous 
computations for cresol have shown that ωB97xD/aug-cc-pVDZ gives the right trends. According to our 

calculations, all the barriers nearly disappear (Table 2). The barrier for the formation of the -complex is 
predicted to be only about 4 kcal/mol with respect to the CT-complex. Due to the increased reactivity of 

the cresolate the formation of the -complex is already exothermic and even the TS2SEAR (6-mem) 

transition state is slightly more stable than the CT-complex (between -3 and -6 kcal/mol). Nevertheless, it 

is about 12-16 kcal/mol higher in energy than the -complex. Consequently, the second step of the SEAr 
mechanism becomes the rate determining step of the overall reaction. However, this step is still 
considerably faster than the reaction of the cresol with HTAD because this barrier is 5-9 kcal/mol lower 

than the lowest barrier in the reaction of the cresol (12- 16 vs. 21 kcal/mol (B97xD), respectively). 

Furthermore, even if a large amount of the released energy is dissipated after the formation of the -
complex, the system will still have a considerable amount of excess energy which additionally accelerates 
the formation of the product. Taking this into account by inserting the computed barriers into the 
Arrhenius equation, it can be estimated that the rate constant of the cresolate reaction is about 104-107 

times larger than that of the cresol reaction. This nicely matches the available experimental results as we 
will discuss below. 
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Figure 8: Intermediates and transition states present in the SEAr reaction of HTAD with the p-cresolate 

anion. Energies are taken from Table 2 at the B97xD level of theory. Solvent effects are accounted for 
by the inclusion of two water molecules as well as by using the PCM approach. (*): For the CT-complex 
and 𝑇𝑆2𝑆𝐸𝐴𝑅 (6-mem) two energy estimates depending on the placement of the explicit water molecule 

have been calculated. They serve as an upper and lower error bound (grey bar for 𝑇𝑆2𝑆𝐸𝐴𝑅 (6-mem)). For 

more information, see text and Table 2. 
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The HTAD reaction with propene and vinyl-alcohol 

  
Figure 9:  An overview of the possible mechanistic pathways of the ene-reaction of TAD with propene, 

adapted from Houk and Leach.34 

Our computations predict that for the reaction of HTAD with cresol the ene and SEAr mechanism possess 
barriers of similar heights while the barriers of the stepwise reactions are considerably higher in energy. 
In contrast for the reactions of PTAD with xylene, mesitylene or propene radical mechanisms were 
found.19 To elucidate the underlying differences we compared the reactions of HTAD with cresol with its 
reaction with vinyl-alcohol or propene. For vinyl alcohol the same chemical motive as p-cresol is involved 
in the ene-reaction but the aromatic ring is lacking. For propene the aromatic ring is missing and 
additionally the alcohol-moiety is replaced by an alkyl group. The propene reaction was already carefully 
characterized by Houk and co-workers.32, 34 We simply repeated these computations using CCSD(T), 
CASPT2 and ωB97xD, all in combination with the aug-cc-pVDZ basis, to have consistent data for all 
systems. To investigate possible solvent effects, we performed optimizations in vacuo and included 
solvent effects through the PCM continuum model for water. Solvent-dependent changes in the ene-
reaction of RTAD with Alkenes were investigated by various groups.64-67 The mechanisms computed by 
Houk and co-workers for the propene reaction are sketched in Figure 9. The corresponding computed 
structures of the stationary points are summarized in the SI (Figure S5). To name the various stationary 
points we adopted the labels coined by Houk and co-workers. For vinyl alcohol we investigated all similar 
possibilities by replacing the CH2-moity of the methyl group by an oxygen atom. The results obtained for 
propene are summarized in Table 3 (in vacuum) and Table 4 (in solvent) while those computed for vinyl 
alcohol are collected in Table 5. 
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xD CCSD(T) CCSD 𝒯1 diagnostic CASPT2(14,14) 

CT-complex -5.3 -5.6 0.016 -6.8 

TS1 10.3 9.1 0.019 9.6 

OI 5.8 2.8 0.024 6.1 

TS2 0.6 4.3 0.026 0.9 

8 -43.3 -34.5 0.016 -30.5 

AI1 -13 -4.4 0.017 -5.9 

TS3 15.8 15 0.024 10.4 

AI2 -11.3 -2.8 0.016 -4.2 

9 -11 -3.3 0.027 -13.5 

 

Table 3:  Results of quantum chemical calculations of the reaction of TAD with propene in vacuo. All 

geometries were optimized at the B97xD/aug-cc-pVDZ level of theory. For more information, 

see Table 1 and text. Please note, the geometry “OI” is not a minimum on the B97xD PES. 
The structure was thus obtained from an unrestricted MP2/aug-cc-pVDZ optimization. 

  CCSD(T) CASPT2(14,14) 

CT-complex -4.4 -5.9 

TS1 9.9 0.8 

OI 3.9 -4.2 

TS2 4.4 -4.9 

8 -34.7 -49.7 

AI1 -9.7 -9.4 

TS3 15.2 10.8 

AI2 -8.4 -12.4 

9 -14.3 -32.5 

Table 4:  Results of quantum chemical calculations of the reaction of TAD with propene including im-
plicit solvation at the PCM level of theory for the solvent water. Structures have been obtained 

at the B97xD/aug-cc-pVDZ level of theory in vacuum. For more information, see Table 1 and 

text. We note that structure OI was not a stationary point on both the B97xD and uMP2 PES 
when the PCM implicit solvation model is used. 

 
We could not identify a transition state for the concerted pathway in the case of propene and TAD. Ac-
cordingly, we assume that the barrier of the corresponding reaction path is too high. Our computations 
predict two possible mechanisms. The first reaction mechanism (Figure 9) proceeds to OI via TS1 and then 

to compound 8 via TS2. Using B97xD or CCSD(T) TS1 and TS2 are higher in energy than OI so that these 
approaches also predict a two-step mechanism. This is in line with the MP2 computations of Houk and co-
workers.32 
However, in accordance with the Lewis structure given in Figure 9 the 𝒯1-diagnostics indicate some multi-
reference character for various stationary points. This effect is especially pronounced for the intermediate 
OI and the transition state TS2. Because this might lead to errors in the single-configuration approaches 

(CCSD(T) and B97xD) we also employed the multi-reference method CASPT2(14,14). In contrast to the 
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single reference approaches it predicts the OI to be higher in energy than the following transition state 
geometry TS2. Hence CASPT2(14,14) predicts that after passing TS1 the reaction proceeds to compound 8 
without any further barrier, i.e. a one-step mechanism with TS1 as barrier maximum is computed. It is 
important to note that the absolute differences within the predictions are too small for a definitive an-
swer. CCSD(T) computes the TS2 to be 1-2 kcal/mol higher than the OI intermediate while CASPT2(14,14) 
calculates it to be 1-2 kcal/mol lower in energy, i.e. the differences in the predictions are only about 3-4 
kcal/mol. 
All approaches agree that the reaction process along TS1 becomes more complicated due to the minimum 
AI. Our computations predict that the path from the reactants to OI but also the path to AI1 proceed via 
TS1 or at least via structurally and energetically very similar transition states. This finding originates from 
IRC calculations performed at the B3LYP, MP2, and ωB97xD level of theory in vacuo. Employing MP2 or 
ωB97xD, IRC calculations starting from TS1 connect the reactants with the AI1 intermediate. Employing 
B3LYP a connection between the reactants and the OI intermediate is computed. Using ωB97xD or unre-
stricted ωB97xD, no OI minimum geometry is located at all, which would be in line with the CASPT2(14,14) 
computations. The unrestricted MP2 method locates the OI geometry, but only as an intermediate struc-
ture along the reaction path to AI1. These ambiguous results indicate that the PES of the reaction is very 
complex and probably possesses various flat minima. This flatness also explains why the different theo-
retical approaches comes to different conclusions. Our computations find no direct transition state be-
tween AI1 and 8 which supports a previously assumption that the AI1 is an impasse in the TAD reaction.34, 

68-69 

 

 

Figure 10:  Overview of the possible mechanistic pathways of the ene-reaction of HTAD with vinyl-alcohol. 
To simplify the comparison, the stationary points are labeled according to the reaction with 
propene. 
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Finally, our computations predict that the second mechanism which proceed through TS3 to the interme-
diate Al2 and to 9 is less important. All methods agree that its barrier height is about 3-5 kcal/mol higher 
than the barrier height of the first mechanism running through TS1. Please note, that the approaches pre-
dict different barrier heights for both paths but agree in the differences between both paths.  
 
Including solvent effects, the PCM continuum approach does not change the picture. All barriers get 
smaller, but the relative heights remain. As for vacuum, single reference approaches predict a two-step 
mechanism while CASPT2(14,14) indicates a single-step mechanism. But again, the absolute differences 
between the various methods are too small for a definitive answer. As for vacuum also for a polar envi-
ronment the ene mechanism can be ruled out because again as no transition state is found. Summarizing, 
our computations agree with previous experimental and theoretical findings that the ene mechanism does 
not take place for the reaction of HTAD and propene. 
 

 ωB97xD CCSD(T) CCSD 𝒯1 
diagnostic 

CASPT2 
(8,8) 

ωB97xD 
+ PCM 

CCSD(T) 
+ PCM 

CASPT2(8,8) 
+ PCM 

CT-complex -6.7 -7.3 0.017 -7.6 -5.2 -5.8 -7.1 

TSene 5.7 
(12.4) 

5.7 
(13.0) 

0.021 1.9 (9.5) 5.4 
(10.6) 

6.0 
(11.8) 

0.7 (7.8) 

TS1 10.6 10.5 0.020 8.8 6.6 7.4 -1.9 

AI1 -10.4 -2.1 0.017 -2.7 -12.9 -4.3 -12.4 

TS2 -7.6 0.2 0.020 -4.4 -10.8 -1.9 -10.7 

TS3 11.7 12.3 0.023 8.0 10.7 12.3 6.6 

9 -25.8 -17.4 0.019 -16.6 -34.0 -25.2 -26.5 

Product -52.4 -43.9 0.017 -43.0 -52.7 -43.6 -46.5 

Table 5:  Results of quantum chemical calculations of the reaction of TAD with vinyl-alcohol. The PCM 
implicit solvation model was used to model solvation effects in water. All geometries were 
optimized at the ωB97xD/aug-cc-pVDZ level of theory in vacuo or in PCM. Energies are given 
in kcal/mol relative to the separated reactants.  

 
To investigate the question whether the aromatic ring or the OH-group leads to the strong stabilization of 
the ene mechanism we investigated the reaction between HTAD and vinyl alcohol. The corresponding 
mechanisms are indicated in Figure 10 while the relative energies of the stationary points are summarized 
in Table 5. It shows, that the OH-group considerably stabilizes the ene-reaction path. For vacuum this 
reaction path possesses a reaction barrier of about 6 kcal/mol which is about 4 kcal/mol lower in energy 
than the corresponding barriers of the stepwise reaction paths. If solvent effects are taken into account, 
however, the barriers of the ene (TSene) and the stepwise reaction (TS1) are nearly the same, i.e. the 
reaction would proceed along both mechanisms. Considering, that for cresol the barrier of the ene-
reaction was considerably lower (Table 1, CCSD(T) + PCM: TSene = 11 kcal/mol) than the barrier of the 
stepwise mechanism (Table 1, CCSD(T) + PCM: TS1 = 25 kcal/mol) it becomes obvious that the OH-group 
and the aromaticity contribute to the stabilization of the ene-reaction path for the reaction of cresol with 
HTAD. The stationary points of the stepwise reaction paths of vinyl alcohol and HTAD resemble the 
corresponding points of the HTAD reaction with propene. 
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Discussion and Conclusion 
Using high-level quantum chemical approaches, we computed various possible reaction paths of the 
reaction of HTAD with cresol and with cresolate. Solvent effects were included to be able to interpret 
available experimental results which are mainly obtained in a polar protic solvent (e.g. water). Our 
computations come to the following conclusions: The stepwise mechanisms which take place in the 
reaction of PTAD and propene or aromatic hydrocarbons do not play a role of significance for the reaction 
of PTAD with phenol, cresol or tyrosine. For these compounds, the reaction either proceeds along the 
pericyclic ene- or along the SEAr mechanism. The stabilization of the transition state of the ene-
mechanism, which seems to be very high for the reaction of PTAD with propene, results due to the 
replacement of the CH group by the OH group but is also influenced by the aromatic ring as shown by the 
comparison of the reaction of vinyl alcohol with HTAD and the reaction of cresol with HTAD. 

The computations of the reaction of HTAD with cresol predict that the reaction should be rather slow in 
aprotic as well as in protic solvents at room temperature because of the prohibitively high activation 
barriers of 20-21 kcal/mol for the ene-reaction. The barriers of the other possible reaction mechanisms 
are even higher. The barriers of the ene-reaction are slightly lower than those of the SEAr mechanism, but 
the differences are too small for a definitive answer regarding which of the mechanism takes place. 
Central for the rationalization of the experimental results is our prediction that the barriers of the SEAr 
mechanism for reaction of cresolate with HTAD are considerably lower than the corresponding barriers 
of the reaction with cresol. The ωB97xD/aug-cc-pVDZ approach predicts that the barrier of the rate 
determining step of the SEAr-reaction (TS1SEAR) drops by at least about 5-9 kcal/mol (Table 3 vs. Table 4). 

Additionally, the intermediates have a considerable amount of excess energy because the formation of 

the -complex is already exothermic. Taking this into account the Arrhenius equation predicts that the 
rate constant of the cresolate reaction is about 105-107 higher than the corresponding cresol rate 
constant.  

This strong difference nicely explains various experimental findings.24-25, 39 The fact that no conversion is 
found for the reaction in pure MeCN or in a MeCN-H2O (1:1) mixture can be explained by the high barriers 
in aprotic as well as protic solvents. For protic solvents, one has to take into account that PTAD rapidly 
decomposes in aqueous solution,15-16 explaining the non-formation of product in water or simple aqueous 
media (CH3CN:H2O mixtures). Barbas III and co-workers could show that efficient conversion and rapid 
product formation is only found within different phosphate buffers around pH 7. According to our 
computational results, this remarkable difference can be traced back to the relative amount of phenolate 
in these solutions whose reaction rate constant is considerably higher. Assuming a pKa value of about 10 
for cresol and ignoring possible increased acidity by the formation of CT complex, the ratio of cresolate to 

cresol is concentration dependent, and will approach √10−p𝐾a  (=10 -5) for concentrated solutions, 
although a higher degree of protolysis is possible upon dilution. Combining this lower limit for the relative 
concentration of cresolate anions with the above-mentioned acceleration factor for the reaction constant 
(104-107), the overall rate of the cresolate reaction is expected to be 0.1 - 100 times that for its non-
deprotonated cresol counterpart. Hence, the measured conversion rates are expected to primarily result 
from the reaction of cresolate. This also explains the experimental finding that the reaction of PTAD with 
phenols can be accelerated if a base is added and that the conversion rates at pH 2 are considerably lower 
than those at pH 8-10.24-25 It also explains the absence of product formation in neutral water. The reaction 
product (urazole) is itself also a weak acid (pKa ~5), which will further raise the concentration of 
hydroxonium upon reaction (drop in pH), pushing the protolysis equilibrium of cresol even more to the 
protonated form, and significantly slowing down the TAD-click reaction, favoring the background 
hydrolysis reaction of TAD. In a buffered solution, however, the relative concentration of cresolate is kept 
at a constant, concentration-independent level, as given by the buffer formula, thus fixing the ratio of 
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cresolate to cresol at 10pH-pKa (i.e. approx. 1/1000 at pH 7) throughout the course of the reaction. 
Combining this value with the calculated acceleration factor of 104-107, the reaction of cresolate is 
predicted to be 10 - 10,000 times faster than the reaction of cresol. These considerations together with 
our calculated barriers readily explain all experimental observations for tyrosine click reactions with TADs. 
Our computations can also be used to explain the experimental findings that phenol compounds with 
unblocked para-positions also gives the para-substituted PTAD-adduct.39 With respect to the importance 
of the various mechanisms our computations predict that for the reaction of cresol with HTAD the 
pericyclic ene-mechanism is within the energy range of the SEAr mechanism but that the experimentally 
observed adduct formations ultimately result from reactions of cresolate proceeding only along the SEAr 
mechanism. From our theoretical rationalization, the prediction can be made that the selectivity of the 
bioconjugation of different solvent-exposed tyrosine residues of a protein will not only depend on the 
steric hindrance, but also on the corresponding pKa values of the tyrosines within their ordered micro-
environment. pKa values can easily shift over multiple units, giving rise to orders of magnitude difference 
in reactivity. The presented findings may rationalize yet unexplained selectivities satisfactorily.30, 70-71 
Experimental investigations to further substantiate these intriguing predictions are currently under way.  

Supporting Information 
All three-dimensional structures are collected in the Supporting Information to this report along with 

comprehensive information on the CASPT2, CCSD(T) and B97xD calculations. Detailed accounts of our 
investigation of the CT-complex and open-shell intermediates can be found as well. 
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