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Abstract 51 

Background 52 

Accurate methods to assess DNA integrity are needed for many biomolecular methods. A multiplex digital PCR (dPCR) method 53 
designed for interspaced target sequences can be used to assess sequence integrity of large DNA strands. The ratio of single positive 54 
partitions versus double positive partitions is then used to calculate the sheared DNA strands. However, this simple calculation is 55 
only valid with low DNA concentration. We here describe a method based on probability calculations which enables DNA quality 56 
analysis in a large dynamic range of DNA concentrations. 57 

 58 

Results 59 

Known DNA integrity percentages were mimicked using artificial double stranded DNA in low, intermediate and high DNA 60 
concentration scenarios, respectively 600, 12500 and 30000 copies of DNA per reaction. At low concentrations both methods were 61 
similar. However, at the intermediate concentration (12500 copies per reaction) the ratio based method started producing a larger 62 
error than the proposed probability calculation method with a mean relative error of 20.7 and 16.7 for the Bruner and the proposed 63 
method respectively. At the high concentration (30000 copies per reaction) only the proposed method provided accurate 64 
measurements with a mean relative error of 60.9 and 9.3 for the ratio based and the proposed method respectively. Furthermore, 65 
while both methods have a bias, it is constant for the proposed method, while it decreases with the integrity of the DNA for the 66 
ratio based method. The probability calculation equation was extended to 4 dimensions and a proof of concept experiment was 67 
performed, the data suggested that the 4 dimensional equation is valid. 68 

 69 

Significance and novelty 70 

We here validate a method of estimating DNA integrity with dPCR using multiple probe combinations, allowing fast and flexible 71 
DNA integrity analysis. Additionally, we extend the method from 2 to 4 plex for more accurate DNA integrity measurements 72 

 73 

 74 

Keywords 75 

dPCR, HIV, DNA integrity, digital PCR. 76 

 77 

1. Introduction 78 

Obtaining good quality DNA is important for many biomolecular methods, such as PCR and sequencing. Especially the increasing 79 
interest in long-read DNA sequencing technology depends on obtaining long intact stretches of DNA. Hence, good methods to 80 
estimate DNA integrity are needed. Up to date, most techniques to assess DNA quality are based on electrophoresis techniques 81 
and are at best semiquantitative. Digital PCR (dPCR) is an interesting method to investigate DNA quality. In dPCR the PCR reaction 82 
is divided into thousands of partitions using droplets or microwells. Each partition contains either no, a single or at most a few 83 
target molecules which can be accurately calculated using the Poisson distribution [1]. The output of the data is considered 84 
binary, hence digital, since a partition is either positive or negative. The single molecule resolution of dPCR allows the analysis 85 
of DNA integrity.  86 

One method for assessing DNA integrity was developed by Didelot et al. (2013) [2]. This method utilizes multiplexing using 87 
Evagreen dye chemistry with 4 amplicons that differ in length, i.e. 78, 159, 197 and 550 bp’s. If the DNA is highly fragmented only 88 
the shortest amplicons are amplified, resulting in partitions with low levels of fluorescence. Samples with intact DNA generate 89 
longer amplicons resulting in partitions with higher peak fluorescence. A similar method was used by Kint et al. (2018) [3] to 90 
assess DNA quality after bisulfite conversion. The drawback of these amplicon size based methods is that they are limited to 91 
fairly short DNA stretches as too long amplicons would not efficiently amplify.  92 

 93 
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Another elegant approach was independently discovered by Bruner et al. (2019) [4] and Regan et al. (2015) [5]. methods are 94 
based on detect the physical connection or dissociation of two amplicons that are located on the same DNA molecule, but are 95 
separated from each other by a large interval (>1000bp). These methods take advantage of the fact that DNA molecules will 96 
enter dPCR partitions at random. If the DNA molecule is sheared, the two amplicons will no longer be physically linked and will 97 
end up in a different partition resulting in two single positive partitions (Figure 1, A). However, if the two amplicons reside on 98 
the same, intact, strand of DNA a double positive partition will be registered. Of note, in dPCR it is not only an intact molecule 99 
that can cause a partition to become double positive. Since a single partition can harbour multiple molecules, double positive 100 
partitions can also be caused by multiple sheared molecules entering the same partition (Figure 1, B). Bruner solved this issue by 101 
including a limiting dilution step. If the concentration is low enough, then the co-occurrence of multiple unlinked target 102 
amplicons in a partition becomes so low that the error caused by multiple sheared molecules is negligible. Using this approach 103 
they can then estimate integrity by a relatively simple ratio based equation (equation 1), using only the ratio of single to double 104 
positive partitions [4]. Regan et al. took their solution a step further by developing a statistical probability based approach which 105 
theoretically, allows them to use the full dynamic range of dPCR thereby eliminating the need for a limiting dilution step by 106 
compensating for the probability of co-occurrence of target sequences in partitions [5].  107 

 108 
Figure 1, a) a Venn diagram showing a very low DNA copy number scenario of the populations, no overlap between the populations will 109 
exist. b) the expected populations from a dPCR experiment in which very low concentrations were used, Q1 and Q4 shows the single positive 110 
populations while Q2 shows the double positive, note that only intact DNA molecules exist in Q2. C) Venn diagram depicting a higher DNA 111 
copy number scenario, here the populations overlap, resulting in several possible combinations of double positives (orange colour). d) the 112 
expected populations for a dPCR experiment with high DNA copy number, notice that the Q2 population contains several combinations of 113 
molecules most of which will bias the estimated the DNA integrity.   114 

Here, we validate Regans approach using experimental data. In addition, by using a different approach to derive the probability 115 
equation we enable the method to be extended to multiple dimensions. So that more than two amplicons can be used, enabling 116 
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a more detailed assessment of DNA integrity [6][7]. Using this method, we extended the equation to 3 and 4 targets and validated 117 
these using simulations and a proof of concept experiment with experimentally sheared DNA.  118 

 119 

 120 

          Equation 1 121 

𝐷𝑆𝐼𝐵 =
(

𝐾𝑄1 + 𝐾𝑄4

2 )

(
𝐾𝑄1 + 𝐾𝑄4

2 + 𝐾𝑄2)
 122 

Where 𝑲𝑸𝟏, 𝑲𝑸𝟐, 𝑲𝑸𝟑 and 𝑲𝑸𝟒 refer to the number of partitions in the 4 quadrants. 123 

 124 

2. Materials and methods 125 

2.1 Materials 126 

Primers and probes were used as previously described [4] and [8]. As positive control material, four gBlocks were designed to 127 
match the sequences of the primers and probes. Two single target gBlocks [IDT, USA] were based on the ENV or GAG genes from 128 
the HIV genome and were used to simulate sheared DNA. Two double-target gBlocks [IDT, USA], i.e., ENV-GAG or GAG-ENV were 129 
designed to be used as intact DNA equivalents. All gBlock sequences were initially tested in silico for secondary structure 130 
formation using mFold [9], complete sequences can be found in supplementary S.3. After initial quantification by dPCR, the 131 
gBlocks were diluted to 50,000 cp per µl. From these stock solutions, 3 dilutions of 30,000 12,500 and 600 cp per µl were created 132 
of either the double target gBlock or the two single targets. All gBlocks were diluted in HPLC grade water and stored at -20 °C. 133 
Aliquots were made and freeze/thaw cycles were kept below 4 as per manufacturer recommendation. Since the double target 134 
gBlocks were not 100% intact, an initial integrity percentage of the double target gBlock was calculated by using equation 2 135 
where CA is the concentration of target A, CB is the concentration of target B and CAB is the concentration of the intact sequence 136 
AB , this integrity value was used as a rough measure of integrity for the subsequent experiments. Finally, the double target and 137 
the single target mixes were used to create known integrity standards of 75%, 50% and 25% integrity, resulting in a total of 12 138 
combinations of concentration and integrity percentages. Additionally, we also calculated the results using both the Bruner and 139 
the proposed methods, to test that the initial estimation did not affect the conclusion, see table S.1 for results. 140 

Equation 2 141 

𝐼𝑛𝑡𝑒𝑔𝑟𝑖𝑡𝑦 = 1 −
(

𝐶𝐴 + 𝐶𝐵

2 )

(
𝐶𝐴 + 𝐶𝐵

2 ) + 𝐶𝐴𝐵

 142 

 143 

 144 

2.2  Sonication. 145 

HIV DNA extracted from the clonal Jurkat cell line 8.4 (J-Lat 8.4) was received from the UZ Ghent HIV cure research center, 146 
description of the original cell line can be found in [10]. The sample DNA was diluted 1:30 and aliquoted into tubes containing 147 
200 µl each. To create varying degrees of DNA integrity the samples were then subjected to sonication with a Misonix sonicator 148 
ultrasonic processor XL [Bioventus, USA] for either: 0s, 10s, 20s, 30s, 40s, 50s or 60s.  149 

 150 

2.3 dPCR  151 

gBlocks  152 

The 12 gBlock dilutions were run in triplicate on the Naica 3 color dPCR [Stilla technologies, France]. With the following PCR 153 
conditions: 10 min at 95 °C,40 cycles at 60 °C for 30 seconds and 95 °C for 15 seconds followed by 10 cycles at 55 °C for 30 seconds 154 
and 95 °C for 15 seconds to increase separation of the positive partitions as described previously [11]. All ddPCR runs were done 155 
using perfecta-multiplex-qPCR-Toughmix (Quanta Biosciences, USA, cat#: 95147-250). 4 Non Template Controls(NTC’s) were 156 
included in the setup to serve as quality control. Furthermore, A spillover compensation matrix was made using the Stilla Crystal 157 
Miner software version 2.4.0.3 and applied for both assays. Subsequently, the raw data was exported as .csv files for further 158 
analysis using a custom R-script (supplemental data). The data were baselined using the median of the negative populations and 159 
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a common threshold (5000 RFU for the red channel and 1000 RFU for the green channel) for all samples was manually applied. 160 
Due to suboptimal separation in the green channel (figure S.3) a separate threshold had to be applied for the NTC’s. All wells 161 
with less than 10000 partitions were excluded from the data analysis. To comply with the dMIQE guidelines further technical 162 
information regarding the dPCR can be found in section S.3 in supplementary.  163 

 164 

Sonicated DNA 165 

Each aliquot of sonicated DNA were run on the Naica 6 color dPCR [Stilla technologies, France] in triplicates. A total of 4 target 166 
genes were included: PSI, GAG, POL and RU5. With the PCR conditions as follows: 10 min at 95 °C followed by 40 cycles of 15 sec 167 
at 95 °C then 30s at 65 °C. NTC’s were included in every run and all wells with less than 10000 partitions were excluded from the 168 
data analysis. All runs with sonicated DNA was performed using the Naica multiplex PCR mix 10X [Stilla technologies, France, 169 
Ref#: R10104]. Spillover compensation was performed as described above. A total of 2 runs were performed. For the first run, 170 
the automatic thresholding from Crystal miner was quite good and was kept as is. For the second run a few thresholds proved 171 
problematic and a manual threshold was applied at the following RFU’s: Blue=17866, Green=2822, Red=6458 and yellow=3999. 172 
To comply with the dMIQE guidelines further technical information regarding the dPCR can be found in section S.3 in 173 
supplementary. 174 

 175 

2.4 Statistical analysis 176 

In dPCR experiments, the entry of molecules into a partition is random. Therefore, in a duplex reaction, 4 populations will be 177 
generated, see figure 1, for target A (𝑲𝑸𝟏), 1 for target B (𝑲𝑸𝟒), one negative (𝑲𝑸𝟑) and one containing both A and B – either as 178 
an intact molecule or as 2 singles in one partition (𝑲𝑸𝟐). Using the probability that a molecule will enter a partition we can 179 
estimate the 3 positive populations as shown in equation 3.   180 

                                          181 

                                               182 

          Equation 3 183 

 184 

𝐾𝐴 =  
𝑵 ∗ 𝐾𝑄1

(𝐾𝑄1 + 𝐾𝑄3)
 185 

𝐾𝐵 =  
𝑵 ∗ 𝐾𝑄4

(𝐾𝑄4 + 𝐾𝑄3)
 186 

𝑲𝑨𝑩 =  
𝐾𝑄2 ∗ 𝐾𝑄3 − 𝐾𝑄1 ∗ 𝐾𝑄4

𝐾𝑄3
 187 

 188 

To calculate the integrity we first need to calculate the number partitions that contain only broken A, broken B and intact 189 
fragments AB: 𝒙𝑨, 𝒙𝑩 and 𝒙𝑨𝑩 respectively. And N is the total number of partitions. We then apply Poisson estimation to calculate 190 
the actual amounts of molecules in those partitions, 191 

 192 

Equation 4 193 

𝜆𝐴 = −log (1 − 
𝐾𝑄1

(𝐾𝑄1 + 𝐾𝑄3)
) 194 

𝜆𝐵 = −log (1 −  
𝐾𝑄4

(𝐾𝑄4 + 𝐾𝑄3)
) 195 
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𝜆𝐴𝐵 = −log (1 −  
𝐾𝑄2 ∗ 𝐾𝑄3 − 𝐾𝑄1 ∗ 𝐾𝑄4

𝑵𝐾𝑄3
) 196 

Where 𝝀𝑨, 𝝀𝑩 and 𝝀𝑨𝑩 are the average number of broken A, broken B and intact fragments per partition respectively. Integrity is 197 
estimated accordingly, 198 

               199 

             Equation 5 200 

Integrity = 1 − (
(

𝜆𝐴 + 𝜆𝐵

2 )

(
𝜆𝐴 + 𝜆𝐵

2 + 𝜆𝐴𝐵)
) 201 

This can be easily extended to higher dimensions using probability calculation, which enables more accurate integrity calculation. 202 
We give a 3-dimension example. The proportion of partitions containing broken A, B and C can be estimated as,  203 

𝑃(𝐴) =  
𝐾𝑄1

𝐾𝑄1 + 𝐾𝑄3
 204 

𝑃(𝐵) =  
𝐾𝑄4

𝐾𝑄4 + 𝐾𝑄3
 205 

𝑃(𝐶) =  
𝐾𝑄5

𝐾𝑄5 + 𝐾𝑄3
 206 

where KQ1 , KQ3, KQ4, kQ5 are the number of partitions that contain only broken A, no molecules, broken B and C molecules 207 
respectively. Subsequently, we derive 𝑷𝑨𝑩 , 𝑷𝑨𝑪 , 𝑷𝑩𝑪 , 𝑷𝑨𝑩𝑪  (for more details, please see the Appendix S.1).  We developed an 208 
easy R function to automate the calculation. 209 

 210 

We also give a 95% confidence interval of the estimates, for more details, please refer to Chen et al [12] and Appendix S.1. The 211 
confidence interval takes the variation of the estimates and is the range of values we can expect at a certain level of confidence 212 
if the experiment is redone. 213 

The performance of this method was tested in different scenarios with varying concentrations and degrees of integrity. We then 214 
compared the results of the proposed method with the method of Bruner to the theoretical integrity percentage using 2 linear 215 
models, and the mean relative error. All data analysis was done in R (Version 4.2.0) [13] codes can be found at: 216 

https://github.com/emmachenlingo/dpcr-flexible-methods-for-standard-error-calculation/blob/digital-PCR/dsi_functions.R. 217 

 218 

3. Results and discussion 219 

DNA integrity comparison. 220 

https://github.com/emmachenlingo/dpcr-flexible-methods-for-standard-error-calculation/blob/digital-PCR/dsi_functions.R


8 

 

  221 
Figure 2, The fitted models on the expected and the estimates by the two methods under A, B and C scenarios. The x-axis represents the 222 
expected (theoretical) integrity percentage, and y-axis is the estimates given by the proposed (the blue dots)) and the Bruner  method (the 223 
red dots). The black line shows the reference values calculated by the simple method, the blue line is the fitted model based on the DNA 224 
integrity values measured by the proposed method and the red line is the model based on the Bruner method. In panel A where the total 225 
DNA copies is low, the two methods give similar estimates, whereas in panel C, Bruner’s method gives much higher DNA integrity estimates 226 
than the proposed one. All integrity values are shown in percentage. 227 

 228 

The proposed method and the method by Bruner et. Al. (2019) was used to calculate the integrity percentage. We used MRE 229 
(mean relative error) to measure the deviation from the expected values. For the low copy number scenario (600 cp per reaction), 230 
a strong fit was observed between both regression lines and the reference line. Furthermore, the MRE (mean relative error) were 231 
almost identical for both methods, 14.4% vs. 13.7%  for the proposed and Bruner methods respectively, that means on average 232 
14.4% off the expected value by the proposed method and 13.7% off by Bruner method, as shown in Table 2.   233 

At this low copy number (scenario A), the λ value is sufficiently low (median λ = 0.022), which minimizes the chance of multiple 234 
molecules per partition. Hence, utilizing the probabilities of double positive events holds no advantage when compared with the 235 
Bruner method. At higher copy numbers (scenario B), the two methods start to differ. As can be seen in Figure 2 the proposed 236 
method has a closer fit with the expected line, this becomes more evident when examining the MRE (16.7% vs. 20.7% for the 237 
proposed and Bruner methods) as shown in table 2. The data in Table 2 shows that at the copy numbers in scenario B and C, the 238 
Bruner method overestimates the expected DNA integrity. At these copy numbers the averaged Poisson probability that a single 239 
partition would harbour 2 or more molecules is 0.06086 and 0.272 for scenario B and C respectively. The difference between the 240 
two methods is, however, not very prominent in scenario B. For scenario C, the difference between the linear models in figure 2 241 
becomes very clear, and the overestimation of the Bruner method becomes problematic. At these higher copy numbers the λ 242 
value (median λ = 1.019) has increased to such an amount that the Bruner method is no longer applicable which is shown by the 243 
huge MRE value (60%). The proposed method underestimates as compared to the expected values, but the strength of relying 244 
on the probabilities of double positive events is shown, as the MRE are essentially the same as for scenario A (scenario A= 14.4 245 
vs scenario C= 9.29). It should also be noted that the bias of the proposed method is constant, while that of the Bruner method 246 
is non-constant – decreasing with the integrity of the DNA. Indicating that the bias on the estimate will be higher in low integrity 247 
samples. Of note, when investigating the bias between the estimated integrity and the expected, we should take into account 248 
that the expected integrity may be biased on its own. A bias can be introduced by pipetting errors. In addition, since the original 249 
gBlocks were not 100% intact, we derived the expected integrity using a simple ratio based calculation (equation 2). This method 250 
is prone to the same error as the Bruner method. 251 

 252 
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 253 

 254 

 255 

 256 

 257 

 258 

 259 

 260 

 261 

 262 

 263 

To also provide the level of uncertainty on the Integrity percentages, we developed a method for calculating the confidence 264 
interval of the Integrity estimate based on a bootstrap method[12], (figure 3). The classical method to construct a confidence 265 
interval for dPCR data is to use delta method[14]. However, this method makes assumption of binomial distribution of the 266 
number of positive partitions and also independence of the ratio variables. For the integrity, the amount of sheared and total 267 
DNA molecules are not independent. Also with the existence of experimental errors such as pipette error and misclassification, 268 
the binomial assumption may not be valid [7, 10]. The NonPVar method in Chen et al[12] makes use of replicates and is robust 269 
against such errors because it does rely on the distributional assumption of the number of positive partitions.  270 

 271 
Figure 3, 95% Confidence interval of the estimated DNA integrity by the proposed method. X-axis represents the different combinations of 272 
copy number and integrity percentages. The red dot and texts beside them indicate the estimated integrity by the proposed method. For 273 
each combination, we have 3 replicates. 274 

  275 

 276 

As proof of concept for the 4 dimension DNA integrity equation an experiment was performed using sonicated DNA (Figure 4). 277 
For the first 3 samples ( T = 0 – 20 sec sonication) the measurements behave as expected, at 0 sec the DNA is between 53% and 278 
58% intact these values then drop with higher sonication time in a trend that resembles a logarithmic decline, which would be 279 
expected.  280 

Scenario A  B  C 

Total copies of DNA 600 12500 30000 

Integrity Proposed  46.555 %  42.3 %  46.116 % 

MRE proposed 14.443 16.743 9.294 

Integrity Bruner 47.337 %  59.4 % 80.365 % 

MRE Bruner 13.748 20.698 60.877 

Table 1, Table containing the MRE and DNA integrity values of the proposed and Bruner method while using 
the simple method as estimates for DNA Integrity as expected values. 50% DNA integrity is shown as a 
representative measurement. 
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                                         281 
Figure 4, shows the results of the sonication experiment, x-axis contains the various sonication samples ( 0 = 0 sec, 1 = 10 sec, 2 = 20 sec 282 
etc.). Y-axis shows the measured integrity percentage. 283 

 284 

 285 

 286 

 287 

 288 

4. Conclusion 289 

At low concentrations both methods perform well, but at higher concentrations the Bruner method starts to overestimate the 290 
Integrity of the DNA due to the increasing appearance of partitions harbouring more than one molecule. The proposed method 291 
maintains an acceptable performance, even at higher DNA copy numbers and although it slightly underestimates the DNA 292 
integrity based on the tested reference material, this bias is constant. Furthermore, the sonication experiment shows that the 293 
extension of the probability equation into multiple dimensions is possible and might also indicate a lower limit of DNA integrity 294 
for the calculations. Additionally, a freely available web-based tool for calculating DNA integrity using both 2, 3 and 4 targets can 295 
be found on https://dpcr-ugent.shinyapps.io/intactness_assay_dsi/. 296 

 297 
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Supporting information 1 

 2 

S.1 3 

The probability of k(Q1) can be seen as with single positive partitions of broken A, no positives of broken B and no positives of intact 4 
AB, 5 

𝑘𝑄1

𝑁
= 𝑃(𝐴) ∗ (1 − 𝑃(B)) ∗ (1 − 𝑃(AB))                      (Equation S1) 6 

The probability of kQ3 can be seen as with no single positive partitions of broken A, no positives of broken B and no positives of 7 
intact AB, 8 

𝑘𝑄3

𝑁
= (1 − 𝑃(𝐴)) ∗ (1 − 𝑃(B)) ∗ (1 − 𝑃(AB))              (Equation S2) 9 

The probability of kQ4 can be seen as with no single positive partitions of broken A, with positives of broken B and no positives of 10 
intact AB, 11 

𝑘𝑄4

𝑁
= (1 − 𝑃(𝐴)) ∗ 𝑃(B) ∗ (1 − 𝑃(AB))           (Equation S3) 12 

kQ1, kQ2, kQ3 and kQ4 are all known to us, 𝑃(𝐴),  𝑃(𝐵) and 𝑃(𝐴𝐵) are the proportion of partitions containing broken A (including 13 
those in double positives kQ2), broken B and intact fragments AB respectively. We derive 𝑃(𝐴) from dividing Equation S1 by Equation 14 
S2.  15 

𝑘𝑄1

𝑘𝑄3

=
𝑃(𝐴)

1 − 𝑃(𝐴)
 16 

𝑃(𝐴) =
𝑘𝑄1

(𝑘𝑄1 + 𝑘𝑄3)
 17 

We can derive P(A) and P(B) the same way from dividing Equation S3 by Equation S2, 18 

https://www.r-project.org/
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 𝑃(𝐴) =
𝑘𝑄1

(𝑘𝑄1+𝑘𝑄3)
 19 

𝑃(𝐵) =  
𝐾𝑄4

(𝐾𝑄4 + 𝐾𝑄3)
 20 

Since we have 𝑃(𝐴) and 𝑃(𝐵),  we can estimate 𝑃(𝐴𝐵) in Equation S1, 21 
𝐾𝑄1

𝑁
=

𝐾𝑄1

(𝐾𝑄1+𝐾𝑄3)
*(1 −

𝐾𝑄4

(𝐾𝑄4+𝐾𝑄3)
)(1 − 𝑃(𝐴𝐵)) 22 

𝐾𝑄1

𝑁
=

𝐾𝑄1

(𝐾𝑄1+𝐾𝑄3)
*

𝐾𝑄3

(𝐾𝑄4+𝐾𝑄3)
(1 − 𝑃(𝐴𝐵)) 23 

(𝐾𝑄1+𝐾𝑄3)∗(𝐾𝑄4+𝐾𝑄3)

𝑁𝐾𝑄3
=1 − 𝑃(𝐴𝐵) 24 

𝑃(𝐴𝐵)=1 −
(𝐾𝑄1+𝐾𝑄3)∗(𝐾𝑄4+𝐾𝑄3)

𝑁𝐾𝑄3
 25 

𝑃(𝐴𝐵)=
𝑁𝐾𝑄3−(𝐾𝑄1+𝐾𝑄3)∗(𝐾𝑄4+𝐾𝑄3)

𝑁𝐾𝑄3
 26 

𝑃(𝐴𝐵)=
(𝐾𝑄1+𝐾𝑄2+𝐾𝑄3+𝐾𝑄4)∗𝐾𝑄3−(𝐾𝑄1+𝐾𝑄3)∗(𝐾𝑄4+𝐾𝑄3)

𝑄𝑄3
 27 

𝑃(𝐴𝐵)=
𝐾𝑄2∗𝐾𝑄3−𝐾𝑄1∗𝐾𝑄4

𝑁𝐾𝑄3
 28 

With estimated proportions of positive partitions for broken A, broken B and intact fragments, we further proceed with Poisson 29 
estimation. 30 

This can be easily extended to multiple dimensions. We will first start with a 3-dimension example. 31 
𝐾𝑄1

𝑁
= 𝑃(𝐴) ∗ (1 − 𝑃(𝐵)) ∗ (1 − 𝑃(𝐶)) ∗ (1 − 𝑃(𝐴𝐵))*(1 − 𝑃(𝐵𝐶)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S4) 32 

𝐾𝑄2

𝑁
= (𝑃(𝐴) ∗ 𝑃(𝐵) + 𝑃(𝐴𝐵) − 𝑃(𝐴) ∗ 𝑃(𝐵) ∗ 𝑃(𝐴𝐵)) ∗ (1 − 𝑃(𝐶))*(1 − 𝑃(𝐵𝐶)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S7) 33 

𝐾𝑄3

𝑁
= (1 − 𝑃(𝐴)) ∗ (1 − 𝑃(𝐵)) ∗ (1 − 𝑃(𝐶)) ∗ (1 − 𝑃(𝐴𝐵))*(1 − 𝑃(𝐵𝐶)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S6) 34 

𝐾𝑄4

𝑁
= (1 − 𝑃(𝐴)) ∗ 𝑃(𝐵) ∗ (1 − 𝑃(𝐶)) ∗ (1 − 𝑃(𝐴𝐵))*(1 − 𝑃(𝐵𝐶)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S5) 35 

𝐾𝑄5

𝑁
= (1 − 𝑃(𝐴)) ∗ (1 − 𝑃(𝐵)) ∗ 𝑃(𝐶) ∗ (1 − 𝑃(𝐴𝐵))*(1 − 𝑃(𝐵𝐶)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S8) 36 

𝐾𝑄6

𝑁
= (𝑃(𝑥𝐴) ∗ 𝑃(𝑥𝐶))*(1 − 𝑃(𝐴𝐵)) ∗ (1 − 𝑃(𝐵𝐶)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S9) 37 

𝐾𝑄7

𝑁
= (𝑃(𝐵) ∗ 𝑃(𝐶) + 𝑃(𝐵𝐶) − 𝑃(𝐵𝐶) ∗ 𝑃(𝐵) ∗ 𝑃(𝐶))*(1 − 𝑃(𝐴𝐵)) ∗ (1 − 𝑃(𝐴𝐵𝐶))  (Equation S10) 38 

where kQ1, kQ2, kQ3, kQ4, kQ5, kQ6, kQ7 are the number of partitions that contain only broken A, B, no molecules, AB, C  and BC (AC 39 
does not exist). We can infer  𝑃(𝐴) from dividing Equation S4 by Equation S6. The same applies to 𝑃(𝐵) and 𝑃(𝐶). 40 

𝑃(𝐴) =  
𝐾𝑄1

𝐾𝑄1 + 𝐾𝑄3

 41 

𝑃(𝐵) =  
𝐾𝑄4

𝐾𝑄4  + 𝐾𝑄3

 42 

𝑃(𝐶) =  
𝐾𝑄5

𝐾𝑄5 + 𝐾𝑄3

 43 

Then we derive 𝑃(𝐴𝐵) as, 44 

𝑃(𝐴𝐵) =  
𝑘𝑄2𝑆2 − 𝐾𝑄3𝑆1

𝐾𝑄3 + 𝐾𝑄2𝑆2 − 𝐾𝑄3𝑆1
 45 
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where 𝑆1 =  𝑃(𝐴) ∗ 𝑃(𝐵),  and 𝑆2 = (1 − 𝑃(𝐴)) ∗ (1 − 𝑃(𝐵)). 46 

The same applies to  𝑃(𝐵). 47 

As the combinations increase considerably with the number of dimensions, we wrote a R function to do the 48 
calculation automatically, which is also embedded in our R shiny app.  49 

 50 

S.2  51 

We also did a simulation study to evaluate the accuracy of the estimation. The simulation set-ups are varied by 52 
the total number of molecules from 100 to 10000, and the integrity percentage from 25% to 75%. Altogether, 53 
we have 9 scenarios.  The total number of partitions is fixed at 20000. The result is shown in Fig. S.1, S.2, S.3, 54 
S.4.  The estimates given by the proposed methods  are quite close to the true integrity in all scenarios.  We also 55 
compared the proposed method and Bruner’s method in 2-dimension scenarios. The result shows that when the 56 
concentration is high (10000 molecules) and the intactness percentage is low, Bruner’s method can give a very 57 
wrong estimate.  58 

The simulation starts with random assignment of molecules (including broken and intact ones)  into partitions. 59 
The Qs are found by the intersections, unions and non-overlapping of the partitions. In the simulation study, we 60 
know the integrity percentage in advance. The codes for simulation can be found at 61 
https://github.com/emmachenlingo/dpcr-flexible-methods-for-standard-error-calculation/blob/digital-62 
PCR/simulation%20study.R . 63 

 64 

Figure S.1, The estimated integrity at different concentration levels for 2  targets using the proposed method. The dashed blue lines 65 
represent the true integrity. The x-axis is the total number of molecules in a sample, and y-axis is the estimated integrity percentage. 66 

 67 

https://github.com/emmachenlingo/dpcr-flexible-methods-for-standard-error-calculation/blob/digital-PCR/simulation%20study.R
https://github.com/emmachenlingo/dpcr-flexible-methods-for-standard-error-calculation/blob/digital-PCR/simulation%20study.R
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Figure S.2, The estimated integrity at different concentration levels for 2  targets using Bruner’s method. The dashed blue lines represent 68 
the true integrity.  The x-axis is the total number of molecules in a sample, and y-axis is the estimated integrity percentage. 69 

 70 

Figure S.3, The estimated integrity at different concentration levels for 3 targets using the proposed method. The dashed blue lines represent 71 
the true integrity.  The x-axis is the total number of molecules in a sample, and y-axis is the estimated integrity percentage. 72 

 73 

 74 

Figure S.4, The estimated integrity at different concentration levels for 4 targets using the proposed method. The dashed blue lines represent 75 
the true integrity.  The x-axis is the total number of molecules in a sample, and y-axis is the estimated integrity percentage. 76 

 77 

 78 

 79 

 80 

 81 

 82 

 83 

 84 

 85 

 86 

 87 

S.2 MRE values for the different starting scenarios 88 

Table S.1, Table containing the MRE values of the proposed and Bruner method based on three different initial calculations of integrity. 89 
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 90 

 91 

 92 

 93 

 94 

 95 

 96 

 97 

 98 

 99 

 100 

 101 

 102 

 103 
Figure S.5, regression lines if Bruner method was used for initial calculations 104 

  105 

Scenario Total 
copies 
of 
DNA 

MRE 
proposed 

MRE 
Bruner 

A Simple 600 14.443 13.748 

A Bruner 600 66.928 66.969 

A 
Proposed 600 64.115 64.153 

B Simple 12,500 16.743 20.698 

B Bruner 12,500 24.323 18.653 

B 
Proposed 12,500 19.191 20.022 

C Simple 30000 9.294 60.877 

C Bruner 30000 15.755 58.455 

C 
Proposed 30000 11.383 60.094 
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 106 
Figure S.6 Regression lines if Proposed method was used for initial calculations 107 

 108 

 109 

 110 

 111 

S.3 DMIQE GUIDELINES 112 

 113 

ddPCR thresholding details 114 
In order to process the data and apply the integrity calculations method the data was first baselined. Two different methods were 115 
attempted, the ddpcRquant method [15], in which the half sample mode of the negative population is used for baselining. However, the 116 
lack of variation (extreme values) in the red channel meant that this method resulted in the automated threshold being placed inside the 117 
negative population. The second method used the manual threshold and the median of the negative population rather than the half sample 118 
mode for baselining, this was deemed acceptable. The NTC’s were then merged using R and thresholding was applied as described in 119 
methods. The resulting plot is shown in figure 7. For the green channel 2 positive partitions can be seen. However, since both positive 120 
partitions originated in 1 well, and the red channel have 0 positives these were judged as being false positives rather than contamination. 121 
Furthermore, 2 false positives would likely have a negligible effect on the results of the DNA shearing index.  122 

 123 
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 124 

Figure S.7, The merged NTC’s after baselining was performed. Channel 2 shows the ENV assay and channel 3 shows the GAG assay. Two 125 
positive droplets can be seen for channel 2, due to the absence of positives in channel 3 these were deemed to be false positives rather than 126 
contamination. 127 

 128 

 129 

 130 

 131 

 132 

 133 

 134 

 135 

 136 

 137 

 138 

DPCR TECHNICAL INFORMATION 139 

To be in accordance with the dMIQE guidelines the average partition count along with the IQR was calculated. The median partition count 140 
across all reactions was 13781 with an IQR of 1376.75. Furthermore, the following information is included: The average partition volume 141 
is 0.20 nL according to the manufacturer. Figure S.8 shows an example of positive results. Since gBlocks was used as the target DNA no 142 
negative results was obtained (besides the NTC’s).  The λ values for the three scenarios can be seen in table S.2 143 
 144 

Table S.2, The average lambdas with standard deviation for the 3 scenarios  145 

 146 

Scenario λ STD 

A (600) 0.0202 0.00291 

B (12500) 0.406 

 

0.0483 

C (30000) 1.020 

 

0.0591 
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 147 

Figure S.8, example of dPCR data results, showing the scatter plots for 12500 copies at 75%, 50% and 25% integrity. 148 

DILUTION OF GBLOCKS. 149 

The gBlocks were initially resuspended to 10 ng per µl in HPLC grade water as per manufacturers (IDT, USA) recommendations. This 150 
concentration were then converted to copies per reaction (also described by manufacturer). 151 
All gBlocks were diluted following the same procedure, first diluted using 1:100 steps (1µL gBlock: 99 µL water) until a concentration close 152 
to 30000 copies but still far enough above it that corrections could be made before the final steps. For GAG-ENV this was 42420 copies per 153 
µl. At this step an aliquot of the dilution was measured using the Naica dPCR (Stilla, France). The measured concentration was 35350 copies 154 
per  µl. This was then diluted to 30000 copies per reaction (highest concentration used for the experiment) by adding 14.144 µL of gBlock 155 
to 5.856 µL of water. For the single gBlocks the target concentration was 60000 copies per reaction such that a 50/50 mix could be made 156 
to reach 30000 copies per reaction of 100% shearing. 157 
dPCR mixes 158 

 159 

Table S.3, Shows the information relevant for the dPCR runs with gBlocks. HPLC grade water was added to the mix until the final PCR volume 160 
was reached  161 

perfecta-multiplex-qPCR-Toughmix 5X 1X 

ENV forward 0,8 µM 

ENV reverse 0,8 µM 

ENV probe 0.4 µM 

GAG forward 0,8 µM 

GAG reverse 0,8 µM 

GAG probe 0.4 µM 

sample volume 1 µl 

Final PCR volume 7 µl 

Amplicon length ENV 116 bp 

Amplicon length GAG 81 bp 
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 162 

 163 

 164 

 165 

 166 

 167 

 168 

 169 

Table S.4, shows information relevant to the dPCR run with sonicated DNA, HPLC grade water was added to the mix until the final PCR 170 
volume was reached. Note that the Naica master mix used consists of 2 buffers (A and B). 171 

 172 

 173 

GBlock sequences 174 

 175 

Intact gBlock sequence (GAG-ENV) 176 

AGAAGGAAGTGATACCCATGTTTTCAGCATTATCAGAAGGAGCCACCCCACAAGATTTAAACACCATGCTAAACGCTACAGTGGGGGGACATCA177 
AGCAGCCATGCTCGAGAGGAAGTGGTGCAGAGAGAAAAAAGAGCAGTGGGAATAGGAGCTTTGTTCCTTGGGTTCTTGGGAGCAGCAGGAA178 
GCACTATGGGCGCAGCCTCAATGACGCTGACGGTACAGGCCAGAC 179 

 180 

Single 1 (ENV) 181 

GAGTGGTGCAGAGAGAAAAAAGAGCAGTGGGAATAGGAGCTTTGTTCCTTGGGTTCTTGGGAGCAGCAGGAAGCACTATGGGCGCAGCCTCA182 
ATGACGCTGACGGTACAGGCCAGACAATTATTGT 183 

 184 

Single 2 (GAG) 185 

TAGAAGGAAGTGATACCCATGTTTTCAGCATTATCAGAAGGAGCCACCCCACAAGATTTAAACACCATGCTAAACGCTACAGTGGGGGGACATC186 
AAGCAGCCATGGCCATGCAAATGTTAAAAGAT 187 

 188 

Buffer A 1x 

Buffer B 2% 

Forward primer (PSI, GAG, POL and Ru5) 0,8 µM 

Reverse primer (PSI, GAG, POL and Ru5) 0,8 µM 

Probe ((GAG, POL and Ru5) 0,4 µM 

Probe (PSI) 0.7 µM 

Sample 1 µl 

Final PCR volume 25 µl 
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 189 

 190 


