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1. Abstract 

This study focuses on the mutual interaction of substituents in the nucleophile and substrate – 

cross interaction constant, ρXY, in the uncatalyzed aminolysis by substituting pyridine with 

phenyl carbonyl isothiocyanate. The mechanism was found to be a stepwise process with a rate-

limiting breakdown of the -NCS leaving group. This stepwise reaction mechanism considers the 

Cross-Interaction Constant (CIC) with rate-limiting breakdown of tetrahedral intermediate in gas 

and solvent phases. The corresponding Hammett coefficients are related to the substituents 

associated with (1) the nucleophiles (X), ρX (−1.93 to −6.54 for the gas phase and 10.5 to 18.9 in 
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the solvent model), and with (2) the substituents associated with the phenyl ring of the substrate 

(Y), ρY (0.41 – 3.48 for the gas phase and 1.83 ~ −10.70 for the solvent model). It also includes 

the Brönsted coefficient with X, βX (0.11 – 1.52 for the gas phase and −2.57 – 3.96 for the 

solvent model), and CIC values, ρXY (0.69 for the gas phase and 0.87 for the solvent model). In 

this work, the NBO analysis, reaction potential, reaction electronic flux (REF), dual descriptor, 

and the structure-energy relationships were considered in interpreting the mechanistic criteria.  
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Scheme 1: Nucleophilic substitution reactions of aminolysis of Y-phenyl carbonyl 

isothiocyanates with X-pyridines in the gas phase and continuum acetonitrile solvent 

model. 

Keywords: Cross-Interaction Constant (CIC), Pauling’s empirical correlation (s), HOMO-

LUMO interactions, Intrinsic reaction coordinate (IRC), Reaction electronic flux (REF), Dual 

Descriptors. 
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2. Introduction 

Experimental information on nucleophilic substitution in carbonyl, sulphonyl and phosphoryl 

systems is abundantly available in the current literature survey. For example, Lee et al. 1–4 report 

a substantial contribution in the understanding of reactions of benzyl chlorides with phenoxides, 

while Tjuno 5, Castro 6,7 and Um 8,9 are worth noting with respect to their investigations on 

nucleophilic substitution reactions involving diethyl 4-nitrophenyl phosphate triesters.  

By contrast, direct theoretical investigations of Hammett reaction parameters are rather scarce, 

often due to data inconsistencies. Therefore, this work intends to investigate the theoretical 

mechanistic criteria of organic nucleophilic substitution in carbonyl transfer reaction, using 

Hammett correlation, Brönsted substituent’s effects 10,11, Cross-Interaction Constants (CIC) 12 

and the reaction electronic flux13–15 by analysis of data sets obtained from the high-level 

Gaussian calculations. This work specifically focuses on the aminolysis system, given in Scheme 

1, where the nucleophilic substitution on >C=O is shown for different X and Y substituents. The 

effect of both substituents on the transition state(s) and possible intermediate(s) were 

investigated.  

The CIC, ρXY, is defined in Eq. (1), where X and Y represent the substituent in the nucleophiles 

and/or Y in the substrates respectively. A Taylor series expansion16 of log kXY around σX = σY = 

0 (X = Y = H) leads to Eq. (2). Pure second, third or higher order derivative terms were not 

considered because they are normally too small12. The magnitude of ρXY is inversely proportional 

to the distance between X and Y through the reaction center.  

    =  +  +            (1) 

 =      = (∆  ∆  ). × =  =    (2) 
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In the stepwise process of the general substitution reaction, see Scheme 2, a mechanistic 

changeover can take place from rate-limiting breakdown, kN = K·kb = (ka/k-a)∙kb, to formation (ka) 

of the intermediate (I) depending on (i) the relative basicity (pKa) of the nucleophile (NX) and 

the nucleofuge (L/leaving group), and (ii) electron donating or electron withdrawing power of 

the non-leaving group (RY).  

    (3) 

  Intermediate (I)                                   TS  

Scheme 2: Pictorial representation of a nucleophilic substitution reaction.  

If the involved nucleophile is strongly basic, it can be shown that, k-a << kb, so that kN = ka, 

whereas when the nucleophile is weakly basic, then k-a >> kb, and so kN = Kkb and the latter term 

is the rate-determining step. Experimental results indicated that an electron donor Y (ẟσY < 0) 

favors expulsion of the leaving group (or basic group), or conversely disfavors expulsion of the 

nucleophile (or weakly basic group) (ẟρX < 0) in the stepwise mechanism with rate-limiting 

departure of the leaving group17–19. Thus ρXY = ẟρX/ẟσY = (-)/(-) > 0. On the other hand, weakly 

basic nucleophile (ẟσX > 0) was found to favor expulsion of the leaving group17–21.  

In the substitution reaction where the reactants are neutral, the constituted product is separated 

into two ions with opposite sign. Referring to Scheme 2, substitution regarding the aminolysis by 

substituted pyridines can be studied to analyze and estimate possible changes in transition state 

(TS) structures and the relative energies due to the effects of solvent, nucleophiles, and leaving 
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groups. Furthermore, it is crucial to note that the reactions were examined both in the gas phase 

and using a solvent model. The observations made during the initial steps of the reaction may be 

influenced by solvent polarization effects, which can impact the equilibrium state of the 

initialization process, as well as the intermediates and the transition state (TS) in Scheme 2.  

Characteristic observations along the reaction coordinate within the framework of the reaction 

force analysis are typically studied13,22–24, and this helps to identify the chemical species that 

occur at different steps of the overall reaction. In order to rationalize the activation energy (ΔE‡), 

we considered the Marcus equation25 and the partition of ΔE‡ provided by the reaction force 

analysis. For confirmation of the mechanistic criteria we analyzed the reaction electronic flux 

(REF)13–15. On the other hand, the TS with respect to reactants and products as well as reaction 

nature in terms of the Hammond postulate was quantified through the Brönsted coefficient26 and 

the Marcus equation25. To identify the topological region of the molecular systems that are 

compatible with the electronic activity, we conducted the bond order as local descriptor27 and the 

dual descriptor28–30 that confirmed the REF results too.  

While a chemical reaction proceeds, the reactant is transformed into product via a series of 

continuum structural changes, which can be seen in the IRC profile (E(ξ)), linking the TS to the 

reactants and products31–35. The reaction force23,24,36 can be defined as dE(ξ) with respect to 

reaction coordinate (IRC), see Eq. (4): 

() =  −               (4) 

Stepwise processes are usually involved in four or more distinct regions along ξ. Through the 

value of ξ, the basic regions are the reactant (RC) region, the intermediate (I) region, the 

transition state (TS) region and product (PC) region. These reaction regions can be detected and 
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are helpful for locating and identifying the major reaction steps that provide an explanatory 

picture of the mechanism22–24,37. The reaction force scheme successfully speculates that the 

reaction works36,38–41 generated by continuum decomposition of the activation and the reaction 

energies. Our process was distinctively isolated into six different steps, see Eqs. (5) and (6):  

ΔE‡ = [E(ξTS) – E(ξRC)] = W1 + W2 + W3 + W4      (5) 

ΔEo = [E(ξPC) – E(ξRC)] = W1 + W2 + W3 + W4 + W5 + W6     (6) 

Where, 

 = − � () > 0 ;    = − � () > 0;     = − � () > 0  

 = − � () > 0;      = − � () < 0 ;    = − � () < 0  (7) 

All the reaction schemes are progressing through the IRC and within the regions where structural 

(W1 and W6) or electronic (W2, W3, W4, and W5) effects were implemented, see Eq. (7). These 

phenomena help to characterize the qualitative nature of the reaction and the activation energies.  

For insight into the nature of the TS, the ΔE‡ can be rationalized in terms of the Marcus 

equation25, see Eq. (8):  

ΔE‡ =△ ‡ + △ + (△)△‡                (8) 

Here, △ ‡ represents the intrinsic activation energy and when △ ‡ =△ ‡, then, ΔEo = 0. 

Differentiation of the Marcus equation (8) leads to the Brönsted parameter26, expressed in Eq. 

(9). 



7 

 = ∆‡∆ =  + ∆∆‡                  (9) 

Eq. (9) is related to the Leffler postulate26, indicating the similarity of TS with respect to RC and 

PC. For the symmetric reaction β = ½ and for the asymmetric process either β > ½ or β < ½. 

Isoenergetic reactions present the TS at β =½, here the amount of activation work is equal to the 

amount of relaxation work. In contrast, exoenergetic reactions are characterized by an early TS if 

β < ½ and the amount of activation work is smaller than the relaxation work. On the other hand, 

an endoenergetic reaction is characterized through β > ½ and the amount of activation work is 

larger than the relaxation work. In this case, β can be considered as a descriptor of Hammond 

postulate22,26 by giving qualitative information about the position and structure of the TS.  

Density functional theory (DFT)42–48 provides information in terms of the response of the 

molecular system toward the variation of total number of electrons (N) and external potential, 

ν(r). The change in N during the constant ν(r) is the measure of the variation of electronic 

chemical potential (μ)48 as in Eq. (10). This quantity is conceptually related to the 

electronegativity χ of a system48:  

μ = () = −                  (10) 

Applying the finite difference approximation48, the value for μ can be calculated using ionization 

potential (I) and electron affinity (A) as shown in Eq. (11). Using Koopman’s theorem48 I and A 

can be formulated in terms of the frontier molecular orbital energies, where A ≈ -εLUMO and I ≈ 

-εHOMO and approximated as: 

 ≅  −   ≈                           (11) 
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It is possible to get the chemical potential at each point along the IRC generating the electronic 

chemical potential profile μ(ξ) in Eq. (12). The reaction electronic flux (REF)13,14,38 is an 

essential tool to understand the electronic activity during the chemical reaction. It is defined as 

the negative of the derivative of μ with respect to the reaction coordinate, 

() = −                 (12) 

The REF is the global descriptor for the electronic activity. From the classical thermodynamic 

point of view, a positive value for J(ξ) is associated with spontaneous electronic activity that is 

driven by the process of bond strengthening or formation, and negative values for J(ξ) should be 

associated to a non-spontaneous bond weakening or breaking along the reaction coordinate.  

The major primary target of this specific system is to understand the reaction mechanism of the 

organic carbonyl system having an isothiocyanate ligand in the field of valued medicinal 

compound synthesis49. For example, gluconasturtiin as an isothiocyano containing phenethyl 

isothiocyanate (PEITC) is present in many cruciferous vegetables shows a remarkable anti-

cancer effects. The compound PEITC is already under clinical trials for leukemia and lung 

cancer50. Allyl-isothiocyanate (AITC) is an organosulfur phytochemical having the same 

potential found in in common cruciferous genera such as mustard, wasabi, and cabbage. AITC is 

metabolized through the mercapturic acid pathway, its specific pharmacokinetics and the 

biological functions of metabolites are still undefined. It is necessary to examine the inhibitory 

effects of AITC metabolites on lipid accumulation in vitro including its pharmacokinetics, and 

tissue distribution of AITC metabolites in animals and human51. Also it is worthy to provide an 

intensive analysis of known targets and mechanisms along with an activity test of 

isothiocyanates as a future anti-cancer drug.  
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To design biologically active compounds with antibacterial, antifungal, antimalarial, antifouling, 

and antitumoral properties, or to create nitrogen-containing drugs with valuable organic 

heterocycles, it is essential to employ isocyanide and isothiocyanate functional groups, or even a 

metal coordinating warhead52, as unconventional pharmacophores.  

A comprehensive review of experimental efforts is essential to understand the importance of 

theoretical calculations, as presented in this work. This review covers our previously published 

research and a current comparison with contemporaneous findings53–59. The aim is to determine 

the overall results of the ongoing computational investigation. In this framework, we clearly 

explain the significance of various treatments such as Hammett’s and Brönsted coefficients, 

cross-interaction constants, reaction enthalpies and entropies, and relevant activation energies. 

Moreover, we painstakingly contrast the data obtained from our present study to establish 

significant correlations (Table ST1 in the Supplementary Information, SI). 

In the current system, the isothiocyanate (−NCS) leaving group is involved and it is 

experimentally known to be a weak or bad leaving group60–64. Ample experimental observations 

regarding correlation coefficients between substituent effect and energy profile have been 

quantitatively reported for various systems10,11. Therefore, a comparable system, having a 

carbonyl center (Y-substituted phenyl carbonyl isothiocyanate, [(Y-C6H4O)(C=O)NCS], Eq. 

(13)), is selected for systematic theoretical analysis and comparison with other studied or under 

investigated experimental or computational systems.  

In this study, the nucleophiles and substrates denoted by the set (XY) of the numbers, as 

mentioned in Scheme 1, were placed with the substituents, X = 4-MeO(1), 4-Me(2), H(3), 3-

Cl(4), 4-Ac(5) and 4-CN(6); Y = 4-MeO(1), 4-Me(2), H(3), 3-MeO(4), 4-Cl(5) and 4-CN(6). For 

example, ‘tsfD45’ refers to the transition state structure that is formed by the interaction between 
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4-chlorophenyl carbonyl isothiocyanate and 3-chloropyridine in gas phase (in the solvent model 

it would be ‘tssfD45’; D represented the dispersion calculated files). 

[(Y-C6H4O)(C=O)NCS]  +  X-C5H4N  →  [(Y-C6H4O)(C=O)(X-C5H4N
+)](–NCS)  (13) 

3. Methodology 

Computational methods play a significant role in many disciplines of chemistry ranging from 

drug to materials design. Recently used quantum mechanical (QM) modeling of chemical 

systems have reduced cost of high-accuracy models. The sampling and accuracy tradeoff is 

provided modeling with molecular mechanics (MM) in a multiscale QM/MM or iterative 

approach65. There is a plethora of techniques having a complexity of computational procedures, 

but commonly they use methods with the requirement of formal description of a molecular 

structure66. The common approach can be the description of connectivity, types of atoms, or 

bonds, or even energy correlations. When these descriptions are available to the modern 

chemical information systems, they do not necessarily allow computational techniques to be 

directly applied to them. By categorizing the descriptors67, it is possible to employ in differential 

ways of interests, mechanisms, paths that are designed for specific classes of molecular systems 

to be analyzed.  

The widely studied nucleophilic substitution in carbonyl transfer reactions usually proceeds 

through concerted or stepwise pathways1,54–56,68–81 and the leaving group’s ability is an important 

factor in determining its mechanistic lineament.  

In this work, optimized stationary points were characteristically confirmed as local minima and 

transition state structures by harmonic force constant analysis. Intrinsic reaction coordinate (IRC) 

calculations were performed to verify the transition state structures 33,82. Gibbs free energies were 
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in all cases computed by adding to the single-point energies both zero-point vibrational energies 

at 298 K obtained at the level of theory employed in the geometry optimization.  

Since a substantial number of heavy atoms (18–30)are involved in the reaction system, the DFT 

self-consistent field molecular orbital (SCF-MO) method, B3LYP 83 with 6-311+G(d,p) basis set 

84 was applied with empirical dispersion correction using GD3BJ code.  

Geometries and the thermodynamic parameters (∆E, ∆H, ∆G, ∆S) for relevant stationary points 

of all the species on the potential energy curve (PEC), reactants (R), nucleophile-substrate 

reactant complex (RC), transition state (TS), product-ion dipole complex (PC) were fully 

optimized without applying any symmetry constraints. Enthalpies, entropies and free energy of 

reaction (Eq. (13)) (∆E0, ∆H0, ∆S0, ∆G0) and activation parameters (∆E‡, ∆H‡, T∆S‡, ∆G‡) were 

calculated at 298 K.  

Single point calculations of the geometries coming from the IRC were performed at the above 

mentioned theory and level to find the relevant molecular properties. The dual descriptor was 

calculated on the stationary points using cube files in MultiWfn program85. We used IRC profiles 

of irc33 and the ircs33 only for the gas and the solvent model respectively without substituents. 

Finally, frequency calculation, SCRF-CPCM models (for solvent system), thermal corrections 

and free energies of gas and solvent polarization were evaluated with the same procedure. The 

vibrational analysis confirmed that (1) all reactants and products have positive frequencies and 

that (2) the transition states are true first-order saddle points on the potential energy surface. Free 

energies were evaluated where the gas phase and solution phase calculations were carried out on 

optimized geometries in their respective phases in accordance with their original 

parameterization.  
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Respective additional data tables and the figures are available in the Supplementary Information 

(SI). Supplementary Information is prefixed by ‘ST’ for Tables and ‘SF’ for Figures.  

4. Results and discussion 

In our study, the reaction of substituted phenyl carbonyl isothiocyanate with substituted 

pyridines was studied in the gas phase and continuum polarization solvent (acetonitrile) model.  

Recalling Scheme 2, a zwitterionic tetrahedral intermediate (T±, see Sketch 1) can be observed 

for the aminolysis reaction of substituted phenyl carbonyl isothiocyano systems with an initial 

attack by the pyridine nucleophile (Pydn) and the rate-limiting breakdown of the isothiocyanate 

(−NCS) leaving-group at the carbonyl moiety.  

To investigate the true nature of the presented aminolysis reaction with different substituents, see 

Scheme 1, we have determined physical and thermodynamic parameters measured from the 

optimized reaction complexes (RC), product complexes (PC), and transition states (TS) in the 

gas and the solvent model. We used several treatments to analyze obtained structural features 

and the energy relationships. More specifically, the following sections describe and discuss 

detailed analysis on the bond perturbation, Pauling’s bond valence-bond length empirical 

correlation, the NBO charges, energy profiles, the Hammett equation and corresponding cross-

interaction constants, the reaction force and energy profile, the reaction electronic flux and the 

dual descriptor.  

4.1. Structures and the Charge Function 

In the TS series, the relative bond length variations (∆d) for C1 – Nu (∆dC1 – Nu), C1=O2 (∆dC=O), 

C1 – NL (∆dC1 - NL), and C1 – O3 (∆dC1 – O3) are summarized in Table ST2b for Y-substituents’ 

variation in the gas phase and in Table ST3a for X-substituents’ variation in the continuum 
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solvent model. Since the intrinsic thermodynamic properties are directly related to the bond 

perturbations86, the slope, sign, and magnitude indicate the efficacious group’s (substituent) 

participation in the TS. In Table ST2b, all the bond perturbations, such as for C1 – Nu, C1 – O3, 

C1 = O2, and C1 – NL are nicely correlated (r2 = 0.95 – 0.97) with the variation of phen-ring Y 

substituent constants (dsY), means direct electronic transmissions are effective. The smaller 

magnitude of correlation values for C1 – O3 (0.009) and C1 = O2 (-0.003) indicate smaller effects 

or transmission balanced between phen-ring and the carbonyl moiety, and the balance resulted in 

the relative propagation of pydn-ring and electronic perturbation of the weak leaving group –

NCS. On the other hand, the somewhat larger correlation for C1 – Nu (slope = −0.030, r2 = 0.945) 

and C1 – NL (slope = 0.055, r2 = 0.965 respectively (Tables ST2b, SF2) indicates the direct 

electronic transmission towards reaction center C1 (negative value) and withdrawal (positive 

value). Conversely, in the case of the Hammett substituent constants for the nucleophilic 

variation (ẟσX <|0|< ẟσX) in the gas phase, a positive magnitude of the slope (0.022) for C1 – Nu 

bond perturbation is observed. This indicates the gradual obstruction of mutual charge 

transmission to the TS by gradual weaker interaction with the reaction center with a fair 

correlation coefficient, r2 = 0.949 (Table ST2a, Figure SF1a).  

For C1 – O3, and C1 = O2 and C1 – NL, poor correlation coefficients with small values were 

obtained for the slopes (-0.009, r2 = 0.687; 0.003, r2 = 0.738; and -0.003, r2 = 0.015, 

respectively) for nucleophilic variation in the gas phase. Table ST2a and Figure SF1a show the 

detrimental charge and inductive effect to the reaction moiety by the protection to cleavage of 

the C1 – NL bond. Interestingly, the departure of the leaving group strongly depends on the 

nucleophilic parity and the phen-ring participations. Also, on the same reaction center, the phen-

ring perturbation enhanced the C1 – NL bond cleavage with the nucleophile’s interaction at the 
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carbonyl moiety. Hence, it can be expected that the TS is positioned closer to the product on the 

reaction coordinate, giving the late TS with a product-like structure in the gas phase.  

The nature of the changes is somewhat different in the solution model (ST3a, SF3a), producing 

a gradual longer C1 - NL bond lengths in the TS from strongly basic to weakly basic 

nucleophiles. The slope regarding the Hammett substituent constant is large positive (0.053), 

which corresponds to a gradual enhancement of bond breaking. On the other hand, sizeable 

positive C1 - Nu bond saturation values indicate spontaneous close interaction of nucleophiles. 

Similarly, a considerable negative value for the slope (-0.011, see ST3a and b) is obtained, 

applying a Brönsted acid-base coefficient of the substituents in pyridine nucleophiles, where 

reasonable correlation coefficients between 0.848 and 0.904 were obtained.  

A striking observation is the inefficiency of the leaving group (−NCS) in the gas phase unlikely 

to be the polarized solvent continuum model concerning the nucleophilic variation. The high 

positive slope (0.053, r2=0.848) indicates a large extent of C1 - NL bond cleavage in the solvent 

model concerning the weakly basic nucleophiles. C1 – O3 and C1 = O2 actively enhance the 

leaving group departure with corresponding slopes -0.019 and -0.008 with good correlation 

coefficients. Details can be found in the section Bond Perturbation (Δd) in SI.  

We intended to find the valence length correlation using Pauling’s bond valence-bond length 

empirical parameters 87 expressed in Eq. (14).  

 exp R Rs
b
-æ ö= ç ÷

è ø
0  (14) 

Interestingly, this Pauling’s bond softness s is a good indicator for destabilizing or stabilizing the 

reaction center. In practice, experimental88 values for b have been reported as 0.25 to 0.55 Å. 

Due to the limited results, this value is often assumed to be a universal constant of 0.37 Å.  
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The Pauling’s bond valence-bond length, s, for a Y-substituent’s variation (for electron donating 

substituents there is 0≥ẟσY, and for electron withdrawing substituents, there is ẟσY≥0) for gas, 

and the solvent model shows a common observation for the nucleophilic substitution at the 

carbonyl moiety, where nucleophilic charge transmission pushes forward the departure of the 

leaving group.  

In the case of gas-phase nucleophilic substituent’s variation (ST4 or ST4a) from stronger basic 

to weaker (with possible variations 0≥ẟσY or ẟσY≥0, as aforementioned), the bond softness for C1 

– Nu is gradually increasing, but for C1 – NL, it increases for 4-MeO pyridine to 3-Cl (ẟσX≥0) and 

gradually decreases for 3-Cl pyridine to 4-CN pyridine, (ẟσX≥0). The 3-Cl pyridine acquired the 

maximum magnitude (1.037). This observation suggested that stronger nucleophiles interacted 

within the closest proximity in advance by forming a very tight TS. On the other hand, weaker 

nucleophiles produce a long-distance weaker interaction where C1 – NL leaving group departure 

was restricted. At this specific point C1 – O3 and C1 = O2 moieties play a vital as well as 

surprising role in TS tightness by employing remarkable shunt effects through the C1 reaction 

center during the stronger and weaker nucleophilic attack.  

Conversely, in the solvent model for the nucleophilic (X) substitution variation from stronger to 

weaker nucleophiles, a TS instability is observed for the stronger nucleophiles by the shunt 

effect, whereas it is stabilized by the weaker ones (Table ST6 or ST6a). This phenomenon 

influences the advanced nucleophilic attack with the formation of a very tight TS with the action 

of stronger nucleophiles. The structural features (see Table ST5a and ST5b) indicate that two 

cyclic structures (Figure 1) are present, having five- and six-centered H-bonds. The 

corresponding H-bonds were bounded in 2.765 Å or less. The observations indicate the 

electronic shunting effects between the carbonyl bond and the phen-ring environment. The 
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reflection indicates extra stability to the transitional moments during the weaker nucleophilic 

interaction in the solvent model. The reason is an advanced nucleophilic attack leaving an N+ 

nucleophile residue behind as a tetrahedral zwitterion intermediate (T±). In the solvent model, the 

behavior is reasonably different mainly due to the solvent polarization. Details of the Pauling’s 

Bond Valence-Bond Length Empirical Correlation can be found in SI.  

 

Figure 1. The TS structures of tsfD43, 53 and 63 of gas phase and the tssfD43, 53 and 63 of 

solvent model with relevant bond lengths (in Å) for comparison of the reaction moiety 

centered to C1.  

 



17 

 

Sketch 1. Conceptual zwitterionic tetrahedral transition state structure (T±).  

A summary of the natural bond order charges (NBO charge), natural valence electron population 

(VPOP), Wiberg bond index (WBI), the bonding coefficients (BC), and the respective dipole 

moment (DM) of the TS in gas and solvent continuum models is displayed in ST7a and b. In the 

solvent model, the orbital population is gradually decreasing with the substituents’ decreasing 

ability to donate. Leaving nitrogen (NL) shows the increasing population with the variation of the 

nucleophilic substituents (X) from donating to withdrawing for the solvent model, whereas the 

population is similar for stronger to the weaker donor for the gas phase; i.e., consistent with the 

observation of bond softness. We can assume the pictorial representation of the charge density 

lobes in Figure 2.  

NBO charges on carbonyl oxygen (O2), nucleophilic nitrogen (Nu), and phen-ring oxygen (O3), 

are indicating to the intersection route characteristics of the charge mobilization through the 

system’s carbon reaction center (C1). The EW nature of the Y-substituents affects the 

hybridization nature of the reaction center (C1) in the solvent phase, tending to go from sp2 to sp3 

by pushing ability by σ-inductive effects, resulting in a TS destabilization. On the other hand, the 

electronic charge on the leaving group’s nitrogen (NL) is mostly stable in the gas phase but is 

increasing in the solvent model. The positive charge accumulation in the C1 reaction center and 

the negative charge centered on the NL leaving nitrogen have a parallel nature where the strong 

donor and the weaker donor substituents play roles assertively, which is indicates the rate-
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determining step change from formation to breakdown of the TS depending on the substituent’s 

variation. Also in the gas phase, the charge flow towards the leaving group’s nitrogen (NL) is 

obstructed by creating a charge circulatory zone (shunt effect) between the reaction center, 

carbonyl group (C=O), and phen-ring. The positive charge in the C1 reaction center and the 

negative charge accumulation in the leaving nitrogen NL gradually increase with the substituents’ 

gradual lower donating ability. The process reports the spontaneous charge separation by 

breaking the TS, probably due to the polarization function by ion-dipole interactions. This 

observation reflects in the dipole moment (DM) parameter in Table ST7, where the DM is 

higher in magnitude in the solvent model, and the gas phase is rather low and gradually 

decreases with the substituents’ decreasing donor ability. That indicates charge delocalization 

takes place. However, the gas phase represents a competition of opening charge transformation 

through phen-ring to activate the departure of the leaving group depending on the substituents’ 

variation. Details regarding the NBO charge can be found in SI.  

 

Figure 2. The schematic transition state diagram of the reaction between Y-phenoxy 

carbonyl isothiocyanates and X-pyridines.  
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4.2. Energy profile 

This section reports the activation parameters, which were measured from the separated complex 

level. Due to space considerations, only selected results are presented here, while the full report 

can be found in the SI.  

Examination of the shortened version of the results (Table 1 and Table ST8a and b) reveals that 

the barrier heights, ΔG‡, and the reaction energies, ΔGo, of the pyridinolysis reaction, i.e., 

aminolysis by pyridines, are higher in the gas phase model, by ca. 23.0 ~ 5.0 and 27.0 ~ 6.0 kcal 

mol-1, respectively, compared to the solvent model. These results can be attributed to the extreme 

destabilization of TS and formation of the PC by transforming the negative charge from carbonyl 

moiety to produce an ion-pair product. Also, two aromatic rings (pyridine and phenoxy) are 

expected to exert unfavorable effects due to steric crowding and electron donation. On the other 

hand, non-co-planar pyridine and phenyl rings impose H-bonded bound apparent ring structures: 

five-centered with the carbonyl oxygen and six-centered with the leaving nitrogen (NL). This 

latter effect suggests that the TS is a rather tight and associative type with negative charge 

development on the C1 reaction center in the gas phase. This assumption is consistent with 

observing the NBO charge on C1 in the gas phase (vide infra ρY>0; Section 4.3).  

The entropy terms are practically similar, irrespective of the substituents X and Y (Table 1), and 

the magnitude differs little both in the gas (−1.0 ~ 3.0 cal mol-1) and the solvent model (-2.0 ~ 

2.0 cal mol-1). The activation entropy differs a little: in the gas and the solvent phase, the 

magnitudes were -1.0 ~ 6.0 cal mol-1. The trend of changes in ΔG‡ and ΔGo is quite similar in the 

gas phase. The weaker nucleophiles lead to higher values in both ΔG‡ and ΔGo, whereas the 

weakly basic phenyl ring in the system lowers the ΔG‡ and ΔGo. Since the reactions have high 

activation barrier and they are mostly endothermic in the gas phase model (and to a certain extent 
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in the solvent model) with highly structured TS (low entropies), experimental studies will not be 

suitable, especially in the case for the solvent phase. 

In addition, solution phase reactions produced a higher degree of exothermicity for the electron-

donating nucleophiles (ẟσX ≤ 0) and electron-accepting Y-substituents (ẟσY ≤ 0). Table 1 

summarizes the activation enthalpies for the gas phase and the solution model. Strong electron-

donating X and withdrawing Y is much more favorable for the early nucleophilic attack, 

governed by a value of 18.0 kcal mol-1 in the solution model. In contrast, weaker nucleophiles 

and strongly basic phen-ring compete with unfavorable by about 7.0 kcal mol-1, where barrier 

height difference about 20.0 and 8.0 kcal mol-1 respectively for electron donor and withdrawing 

substituents in the gas and solvent model.  

We conclude that the mechanism of the nucleophilic substitution reactions of Y-substituted 

phenyl carbonyl isothiocyanate is strongly dependent on the substituents (Y) in the substrate, the 

nucleophile, and the specific reaction medium. 

4.3. The Hammett equation and CIC values 

The Hammett equation12 is a powerful tool for acquiring insights into reactivity theory. This tool 

expresses the relation between the reaction rate and the substituent constant in Eq. (1). The 

Hammett and Brönsted reaction constants, rX, rY, βX, and cross-interaction constants, rXY (based 

on activation free energy, ΔG‡, as in Eq. (2)) (rX, rY, rXY, and bX are presented in bold) are 

collected for the gas and solvent model respectively in Table 2 and Table 3. The Hammett (ρX) 

and Brönsted (βX) coefficients with X and Hammett coefficients (ρY) with Y in the gas and 

acetonitrile continuum model are displayed as having inadequate linear correlation coefficients. 

In Table 2 and Table 3, the stronger π-acceptor substituent (X = 4-Ac and 4-CN) exhibits great 

positive deviations from the Hammett plots in the gas phase (SF5a and SF6a In contrast, the 
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relatively small deviation is exhibited in Brönsted plots (SF5b and SF6b) both in the gas and the 

solvent model. ρY values are positive in the gas phase, whereas unusual –ρY values are observed 

in the solvent model. Usually, negative Hammett reaction constants (ρY<0) are indicative of 

partial positive charge development at the adjacent atom of the reaction center11. Hence, in the 

present case, a positive charge develops in the O3-atom of the phen-ring or a negative charge 

deployment from O3 can be assumed. 

The Hammett σp values of the π-acceptor substituents (4-Ac and 4-CN) represent the inductive 

and π-electron withdrawing effects. However, the experimental pKa value only represents the 

inductive effect of X-substituted nucleophile because of the orthogonality of the σ-lone pairs and 

on the other hand separately exiting unaffected perpendicular ring π-system11 remains. As a 

result, the protonation/deprotonation does not disturb the ring π-system98–102. Moreover, the 

positive charge center in the conjugate acid attracts π-electron inductively without π-conjugation 

between the σ-lone pair and the π-acceptor para substituent11. Hence, the pKa values of π-

acceptor substituents correctly reflect the substituent effects when the N-atom of pyridine 

becomes positively charged (azonium type, Sketch 2) in the TS.  
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Table 1. Enthalpies of reaction (ΔHo), reaction energies (ΔGo), activation enthalpies (ΔH‡), 

activation energies (ΔG‡) and the respective entropy changes (-TΔS) in the gas phase and 

in the solvent model (in brackets) are summarized. 

System -TΔSo -TΔS‡ ΔHo ΔH‡ ΔGo ΔG‡ 
13 -0.70 (-2.1) -1.0 (-0.8) 12.5 (-11.5) 20.0 (1.1) 11.8 (-13.6) 19.0 (0.2) 
23 1.5 (-0.9) 3.9 (0.4) 11.0 (-11.2) 17.7 (0.5) 12.5 (-12.0) 21.6 (0.9) 
33 2.9 (-0.7) 3.0 (0.2) 13.0 (-10.0) 20.2 (0.9) 15.9 (-10.7) 23.3 (1.1) 
43 3.1 (-0.9) 5.9 (2.7) 16.2 (6.7) 22.8 (16.3) 19.3 (5.8) 28.7 (19.0) 
53 -0.3 (0.9) 1.4 (1.1) 14.1 (4.8) 21.8 (15.6) 13.8 (5.7) 23.2 (16.7) 
63 2.4 (2.1) 5.1 (5.1) 15.9 (6.7) 24.4 (16.7) 18.3 (8.8) 29.5 (21.8) 
       
31 0.6 (1.8) 3.1 (3.1) 12.1 (0.9) 19.6 (12.7) 12.7 (2.7) 22.7 (15.7) 
32 3.5 (2.1) 3.6 (2.4) 12.8 (1.0) 20.4 (12.3) 16.2 (3.1) 24.1 (14.7) 
33 2.9 (-0.7) 3.0 (0.2) 13.0 (-10.0) 20.2 (0.9) 15.9 (-10.7) 23.3 (1.1) 
34 2.9 (2.4) 3.2 (6.2) 12.8 (1.4) 20.3 (11.7) 15.7 (3.7) 23.5 (17.9) 
35 2.0 (-1.9) 4.6 (0.1) 13.0 (-8.4) 19.4 (1.4) 15.0 (-10.4) 24.0 (1.5) 
36 2.9 (-0.9) 3.1 (2.6) 13.7 (-7.2) 19.4 (1.1) 16.6 (-8.1) 22.5 (3.7) 
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Table 2. Hammett and Brönsted coefficients and relevant cross-interaction constants (CIC) 

for the nucleophilic substitution reaction of Y-phenyl carbonyl isothiocyanates and X-

pyridines in the gas phase. 

X sX
a rY Y sY

a rX pKa(X)c bX
b 

4-MeO -0.27 0.87 4-MeO -0.27 -5.83 6.47 0.78 

4-Me -0.17 2.51 4-Me -0.17 -4.78 6.00 1.06 

H 0 0.41 H 0 -6.54 5.17 1.52 

3-Cl 0.37 0.95 3-MeO 0.12 -1.93 2.84 0.11 

4-Ac 0.50 3.48 4-Cl 0.23 -4.99   3.51d 1.13 

4-CN 0.66 2.71 4-CN 0.66 -4.18 1.90 0.95 

ρXY
d 0.69 ± 0.3 (0.469) 

a σ values were taken from reference 89. b bX values were determined using pKa values in H2O. 
The justification for this procedure is provided in references 3,90–94. c pKa values of pyridines in 
water at 25.0oC were taken from: 95–97. d rXY value was obtained using the multiple regression 
method followed by Eq. (1). The range of standard deviation for rX, SD = 0.06 – 1.6, and r2 = 
0.034 – 0.914; For bX, SD = 0.76 – 5.9 and r2 = 0.003 – 880; For rY, SD = 0.08 – 3.50 and r2 = 
0.086 – 0.851. 
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Table 3. Hammett and Brönsted coefficients and relevant CIC for the nucleophilic 

substitution reaction of Y-phenyl carbonyl isothiocyanates and X-pyridines in acetonitrile 

solvent model.  

X sX
a rY Y sY

a rX pKa(X)c bX
b 

4-MeO -0.27 -1.75 4-MeO -0.27 13.7 6.47 -2.88 

4-Me -0.17 1.83 4-Me -0.17 14.1 6.00 -2.98 

H 0 -9.30 H 0 18.9 5.17 -3.96 

3-Cl 0.37 -1.58 3-MeO 0.12 14.1 2.84 -2.94 

4-Ac 0.50 -10.7 4-Cl 0.23 17.3    3.51d -3.70 

4-CN 0.66 -1.42 4-CN 0.66 10.5 1.90 -2.57 

ρXY
d 0.87 ± 0.2 (0.752) 

a σ values were taken from reference 89. b bX values were determined using pKa values in H2O. 
The justification for this procedure is provided in references 3,90–94. c pKa values of pyridines in 
water at 25.0oC were taken from: 95–97. d rXY value was obtained using multiple regression 
method followed by Eq. (1). The range of standard deviation for rX, SD = 2.8 – 6.2, and r2 = 
0.502 – 0.921; For bX, SD = 15.8 – 23.6 and r2 = 0.682 – 0.942; For rY, SD =  0.04 – 13.9 and r2 
= 0.148 – 0.785. 
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In our work, large βX values with an opposite sign for gas (+ve) and the solvent (-ve) model can 

be rationalized as we found remarkable sets of positive ρX and large negative βX values for all the 

Y-substituents in the solvent model. Positive ρX and negative βX indicate the more negative N 

atom in the nucleophile in the TS compared to its ground state. On the contrary, the gas phase 

showed a set of negative ρX with positive βX values for all the Y-substituents. The magnitude of 

βX values indicates the degree of electron transfer at the rate-determining step. The βX values are 

in the range of 0.11 ~ 1.52 in the gas phase. This result is rationalized by forming C1 – Nu 

complete bonding for the stronger nucleophiles and partial for weaker ones. By contrast, the 

solvent model range of βX values was -2.57 ~ -3.96. The unusually large positive ρX values (10.5 

~ 18.9) indicate the large degree of bond formation in the early stage of the TS.  

The equilibrium rate value regarding the X-substituent, 3-Cl (4), and Y-substituent 3-MeO (4) is 

unusually large and deviated from the linearity in the normal Hammett plots. The overall rate 

equilibrium plots correlate better with the use of σp
+ or σp- whereas the deviations remain at a 

certain level. As there is a positive and negative charge delocalization possible regarding the 

associated conjugate profile of the pyridine and phenyl rings in the tetrahedral intermediate or 

transitional point into the potential path, there are probably two distinct reasons behind the 

observation. In the TS (Figure 2), EW-nucleophile (3-Cl pyridine) generates a relatively stronger 

acidic proton adjacent to the nitrogen of the attacking nucleophile. On the other hand, EW phen-

ring (Y = 3-MeO) failed to provide the localization of electron deficiency towards the ring-C1 – 

O3 moiety by applying resonance contributions. That stabilizes the carbocation reaction center 

for a relatively stronger nucleophilic attack enhanced by the H-bonding and extension of nπ – pπ 

interaction. These are not equivalent to other p-substituted EW ligands. Contrary to the exhibited 

phenomena, in the solvent model, electron-withdrawing 4-Ac pyridine and 4-CN phen-ring 
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showed a minifying deviation in the rate equilibrium curve (SF5a and 6a). The above 

observations are indicative of the dominating properties of certain substituent’s effect of the 

nucleophile and substrate during the course of reaction. This effect works oppositely to 

destabilize the C1 reaction center, and this results in a shift in equilibrium position.  

Determination of ρXY according to Eq. (1), giving the large positive magnitude of CIC: ρXY = 

0.69 with the gas phase and ρXY = 0.87 with the solvent model. Based on this result, it is 

suggested that the reaction proceeds through a stepwise mechanistic path with a rate-limiting 

leaving group departure from the intermediate state. The large positive magnitude of ρXY implies 

that the nucleophile and the substrate are close enough to interact strongly. In other words, the 

degree of bond formation is really extensive in the TS for both gas and solvent phases. Although 

in the solvent phase, it is extraordinarily large with a larger ρXY value. This suggestion also 

agrees with the behavior of the strong π-acceptor para-substituent, X = 4-Ac in the X-pyridines 

in both phases.  

 

Sketch 2. Representation of the azonium ion.  

4.6 Reaction force and energy profile 

For the energy profile analysis, we have considered only the nucleophilic substitution (SN) 

process without the differential substitution interaction (XY=33) in the solvent and gas phase. 

Due to the advanced nucleophilic attack, the reaction profile is majorly controlled by the specific 

Y substituent. Generally, substituent effects can be expected to result in parallel reaction profiles, 

compared with the unsubstituted case (XY=33). Hence, by using the unsubstituted X and Y, it is 

possible to interpret the effect of various Y (and X) substituents.  
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We calculated the Intrinsic Reaction Coordinate (IRC), and all the steps were considered. Figure 

3 displays the energy profiles corresponding to the reaction in the gas and the solvent model. The 

reaction exhibits an endothermic behavior in the gas phase, but exothermic in the polar aprotic 

acetonitrile model. In the solvent model, the nucleophile and the substrate molecule initially 

form a high-energy adduct immediately after forming an active reaction complex (RC). The 

profile also indicates an existing tetrahedral intermediate in the reaction path.  

The decreasing barrier height in the solvent model suggested that the relevant intermediate 

carries a substantial charge suitably stabilized by the solvent continuum polarization effects. This 

scenario also reflected the large positive ρX and negative βX values (Table 3) during the 

Hammett and Brönsted substituents linear free energy correlation, where nucleophilic-N is 

expected to be more negative by incomplete charge transfer. The potential energy curve (Figure 

3) reflects the active reaction zones throughout the gas and solvent model’s intrinsic potential 

paths, where RC, I, TS, and the PC can be detected. We calculated the Brönsted coefficients (β) 

for the gas and solvent models. The β coefficient also notices properly about the Hammond 

postulate103. In the gas phase, we found a larger magnitude of β = 0.54, indicating a merely late 

product-like TS. In that consequence, C1 – NL bond length in the products for gas and the solvent 

model for the system 43, 53 and 63 are 2.846 → 2.923, 2.850 → 2.924, and 2.900 → 2.926 Å, 

respectively. This indicates a good stabilization by solvation process and the corresponding TS 

are closer to the product state for the gas phase. In the solvent phase, β = 0.13 indicating a 

reactant-like transition state further indicating that the stabilization of the ion-pair produces a 

reactant-like TS. Note that the Marcus equation probably cannot be applied to the intermediate 

state, (I) because the reaction energy for the RC → I → ξ2 is as large as the energy barrier (ΔE≠ ~ 

ΔEo) in the gas phase (24.90 kcal mol-1). The intrinsic barrier hindering the reorganization of 
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leaving group departure and phenoxy non-leaving group reorganization, can be obtained from 

Eq. (8) with ΔEo (for only TS, (I ~ ξ3)) equals to -21.18 kcal mol-1 (Table 4). This gives an 

alternative intrinsic Marcus activation barrier of ΔEo
≠ = 11.96 kcal mol-1. According to the 

Marcus interpretation, Eq. (8) showed extremely higher order of structural reordering values in 

combination with the phenoxy non-leaving group reorganization compared to new ΔE≠ = 3.71 

kcal mol-1. This means the remaining -8.25 kcal mol-1 might be associated with the electronic 

effects to form the ion-pair product complex. Using Eq. (9), TS analysis of the corresponding gas 

phase reactivity showed β = 0.59. This is in agreement with the Hammond postulate stating the 

endothermic reactions have a product-like transition state structure104. In contrast to the gas 

phase, the solvent model with exactly similar analysis flashes the β (Table 4) is rather 

remarkably smaller in magnitude (β = 0.13), indicating extremely early reactant-like TS, which is 

consistent with the previous observation of large negative Brönsted βX values (Table 3). We also 

noticed the reaction force profile elsewhere and displayed this in Figure 4 and Table 4.  

 

Figure 3. The energy profile for the reaction of Phenyl Carbonyl Isothiocyanate (Y=H) and 

Pyridine (X=H) in the gas-phase (―) and in the solvent model (―). The vertical dashed 

lines mark the reaction regions (ξi) calculated from the reaction force analysis. 
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Figure 4. The reaction force profile for the substitution reaction between phenyl carbonyl 

isothiocyanate and pyridine in the gas (left) and in the solvent (right) model. The vertical 

dashed lines mark the reactant, intermediate, TS, Lg departure and the product regions.  

 

These conclusions are in line with the unsubstituted reaction and corresponding energy profile, 

where the gas phase model is suggested to be endergonic, while the solvent phase is rather 

exergonic. However, an interestingly very small barrier energy in the solvent model of 1.23 kcal 

mol-1 (Table 4) was observed. The observation is probably due to the delocalization of the 

charge population stabilizing the associative type intermediate quite well by the solvation 

process.  

Another interesting result is that the structural component (W1) is large (56% concerning the 

activation energy) in the gas phase (Table 4). By contrast, the solvent model favorably regulates 

the reaction kinetically and thermodynamically.  

In conclusion, it might be reasonable to state that the solvent takes full control over the structural 

and electronic components of the activation barrier, where spontaneous signs of progress have 

been seen for the polar solvent. 
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4.7 Reaction electronic flux 

We estimated the reaction electronic flux (REF) for the intrinsic reaction coordinate using the 

chemical electronic potential following Eq. (11). The plots of calculated flux change for the gas 

phase and the solvent model throughout the reaction coordinate are displayed in Figure 5. The 

reactants were initially below the zero flux in the gas phase. As the reaction progressed, the 

relevant fluctuations of REF with a slightly elevated nature reflect the electronic transmission 

and the structural reorientation of both the nucleophile and the substrate towards the electrophilic 

center of the carbonyl moiety. The elevated flux indicates the adduct formation and the 

subsequent downward fall of REF for stabilization at the coordinate region ξ1. The next step 

shows a slight elevation of REF with a great fluctuation, again indicating the intermediate 

formation as noted ξI in Eq. (7). After an insignificant stabilization process, while holding, the 

system was intended to move toward the TS in the region ξTS through the spontaneous region ξ2. 

In this state, the magnitude of REF was sharply raised. The phenomena indicate the formation of 

the C1 – Nu bond. Then the magnitude of REF fell, accounting for the C1 –NL bond breaking of –

NCS Lg. This non-spontaneous electronic activity is located in the region of ξ3 at the reaction 

coordinate. Finally, the reaction attended at the product state, PC. 

We found a different nature of the REF for the solution model, inconsistent with the above 

phenomena. Sudden spontaneous electronic flux fluctuation is probably due to the solvent 

polarity assisted extended nucleophilic interaction during the short ξ1 region in the coordinate. It 

forms an adduct in the region of ξI, where a C1 – Nu bond forming step is observed by elevation 

of the flux magnitude at the ξTS. A non-spontaneous flux then kinetically represents the C1 – NL 

bond breaking. The solvent plays an important role, where it increases and modulates the 

electronic activity of the reaction and drastically shifts the flux peaks towards the reactant side.  
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By closely observing the ξTS, we may find only a positive flux associated with a single activity of 

density of the formation. This effect shifts to the left with increasing polarity. This formation is 

influenced by the solvent thermodynamically and kinetically as an existence of a lower barrier. 

Bond cleaving is kinetically conducted in the solvent model by solvation of the ion pairs. In turn, 

the solvent catalyzes the process towards the exoergic path. The Wiberg bond index crossing 

point of formation and breakage in the gas phase is closer before to the TS than in the solvent 

model (SF5a). Solvent polarity shifts the crossing point toward the left (reactant side, SF5b), 

indicating that more reactants like TS appear than in the gas phase. This observation is a clear 

manifestation of the Hammond postulate103, where solvent-assisted TS stabilization was 

observed.  

Contrary to the solvent model, the TS in the gas phase is more balanced, where the formation 

enhances bond breaking. Our findings agree with the observation from the Hammett treatment 

and the CIC point of view.  

 

 

Figure 5. The reaction electronic flux profile for nucleophilic substitution reaction between 

pyridine and the phenyl carbonyl isothiocyanate in the gas phase (left) and in the solvent 

(right). The vertical line indicated the specific region of the interaction noted by the 

position (ξi) in the reaction coordinate. 
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Table 4. Corresponding reaction works (W1 to W6), activation energy (ΔE‡) and reaction 

energy (ΔEo) are displayed when phenyl carbonyl isothiocyanate and pyridine interacts 

each other in the gas phase and in the acetonitrile solvent. The qualitative property change 

can be observed. All energies shown are in kcal mol-1. 

Medium W1 W2 W3 W4 W5 W6 ΔE‡ ΔEo ΔEo‡ β 

Gas 23.05 6.60 2.41 1.30 -1.20 -23.69 33.36 8.47 28.97 0.54 

TS(g)   2.41 1.30 -1.20 -23.69 3.71 -21.18 11.96 0.59 

Solvent -0.02 0.10 0.80 0.04 -2.72 -36.94 0.91 -38.75 13.16 0.13 

TS(s)   0.80 0.04 -2.72 -36.94 0.84 -38.82 12.97 0.13 
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4.8 The dual descriptor analysis 

In the solution model, we found a different nature of the REF. An unexpected decrease for the 

flux fluctuation appears during the short ξ1 region in the coordinate, due to the solvent assisted 

nucleophilic interaction. Subsequently, it forms an adduct in the region of ξI and a subsequent C1 

– Nu bond forming step is observed by elevation of the flux magnitude at the ξTS. A non-

spontaneous electronic flux then represents the C1 – NL bond breaking. We found that the solvent 

plays an important role where it increases and modulates the electronic activity of the reaction 

and drastically shifts the flux peaks towards the reactant ride.  

To project the local reactivity of the substitution process depending on the present reactants (XY 

= 33) in the gas phase are described sequentially for seven obtained steps, e.g., RC, ξ1, I, ξ2, TS, 

ξ3, and PC, by analyzing the corresponding Fukui functions. The results are displayed in Figure 

6 (solvent model results are available, SF8). The electron density colors represent both the 

negatively charged (blue) lobes and the positively charged (green) lobes. The lobe size and the 

shape represent the density matrix and the orientations regarding the axis (not shown). The 

nucleophilic center has a moderately large electron density in the RC pyridine nitrogen. The C1 

reaction center in the substrate exists as an electrophilic center and the progress state ξ1 changes 

with the expected degree of nucleophilicity. In the intermediate (I), nucleophiles already had 

formed a partial bond when O2 and the O3 dispersed the charge towards the phen-ring. In the TS, 

phen-ring enhances leaving group departure by pushing forward the negative charge. At this 

moment, the pyridine nucleophile achieved positive charge by forming azonium-type structure 

by increasing positive charge character. Finally, the reaction reaches the product state through ξ3 

to form PC, where Lg of the PC is developed as a nucleophilic character.  
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The actual nature of these state functions is nicely visible in the pictorial dual descriptor 

representation of the state density of ξ1, I, TS, ξ2, and ξ3 from RC to the PC, see Figure 6. The 

presented results are in good agreement with the Pauling parameter analysis, energy analysis, 

NBO analysis, CIC results, and the reaction electronic flux. The solvent phase (SF8) reaction 

condenses electronic activity into the close states of the intermediate and the TS region with a 

strong nucleophilic interaction of early TS, where electronic activity behaves in a single step 

spontaneously. 

 

Figure 6. Dual descriptor densities for RC, ξ1, I, ξ2, TS, ξ3, and PC for the studied 

substitution process in gas phase. 

5. Conclusions 

The interpretation of mechanism of the aminolysis reaction between Y-phenyl carbonyl 

isothiocyanates and X-pyridines has been computationally conducted in the gas phase and the 

continuum acetonitrile solvent polarization field at room temperature. In the present work, the 
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authors propose a stepwise mechanistic procedure for gas and continuum polarization field of 

acetonitrile models based on the following grounds:  

(i) The pyridine nitrogen atom becomes considerably negatively charged in the TS in the solvent 

model based on extraordinarily large positive ρX and negative βX values in the Hammett and 

Brönsted correlations (Table 3).  

(ii) Strong bonding interaction occurs in the tetrahedral intermediate (T±). 

(iii) Partial positive charge development on the oxygen atom of the phenoxy ligand in the solvent 

model based on the –ve ρY values (Table 3). However, +ve ρY values are observed (Table 2) 

for the gas phase where azonium type N+-residue may generate. 

(iv) Strong bond (Figure 5) formation with a tight associative type intermediate for the gas and the 

solvent model showed large positive ρXY values (Table 2, Table 3). 

(v) Reaction electronic flux indicated the existence of separate reaction regions throughout the 

reaction coordinate ξ, (Figure 5).  

(vi) We found clear 3D potential paths (Figure 7) for the gas phase reactivity, where it can 

distinctively locate the position of the intermediate. 
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Figure 7. The 3D-potential path for the substitution reaction between pyridine and the 

phenyl carbonyl isothiocyanate in gas phase (Atomic distance in Å and energy, E, in 

hartree). 

 

(vii) The dual density descriptor analysis confirms the above explanations (Figure 6) and fully 

agrees with the reported observations.  

(viii) The investigated cross-interaction constants, ρXY, were large positive values (ρXY = 0.69 in the 

gas phase and 0.87 in the solvent model). They are strongly indicative of the stepwise 

mechanistic reaction criteria. The authors have considered a tetrahedral zwitterionic 

intermediate with stronger charge congestion in the gas phase followed by an H-bond 

interaction for the rate-limiting breakdown of the leaving group. However, a solvent-assisted 

non-spontaneous rate-limiting breakdown was observed in the polarization model with a 

relatively loose TS.   
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