
Linguistic Annotation of Byzantine Book Epigrams 

Colin Swaelens1*[0000-0002-3360-8093], Ilse De Vos2†[0000-0002-1152-3072] and Els Lefever1†[0000-
0002-7755-0591] 

1 LT3, Ghent University, Groot-Brittanniëlaan 45, Ghent, 9000, Belgium 
2 Department of Linguistics, Ghent University, Blandijnberg 2, Ghent, 9000, Belgium 

 
*Corresponding author: Colin.swaelens@ugent.be; 

Contributing authors: i.devos@ugent.be, els.lefever@ugent.be; 
†These authors contributed equally to this work. 

Abstract. In this paper, we explore the feasibility of developing a part-of-speech 
tagger for not-normalised, Byzantine Greek epigrams. Hence, we compared three 
different transformer-based models with embedding representations, which are 
then fine-tuned on a fine-grained part-of-speech tagging task. To train the lan-
guage models, we compiled two data sets: the first consisting of Ancient and 
Byzantine Greek texts, the second of Ancient, Byzantine and Modern Greek. This 
allowed us to ascertain whether Modern Greek contributes to the modelling of 
Byzantine Greek. For the supervised task of part-of-speech tagging, we collected 
a training set of existing, annotated (Ancient) Greek texts. For evaluation, a gold 
standard containing 10,000 tokens of unedited Byzantine Greek poems was man-
ually annotated and validated through an inter-annotator agreement study. The 
experimental results look very promising, with the BERT model trained on all 
Greek data achieving the best performance for fine-grained part-of-speech tag-
ging. 

Keywords: Byzantine Greek, part-of-speech tagging, morphological analysis, 
computational linguistics, natural language processing, machine learning, neu-
ral networks, language models. 

1 Introduction 

Byzantine book epigrams are an invaluable resource for the fields of linguistics, socio-
cultural history, textual transmission, and literary studies. The term book epigram des-
ignates poems that are both written in and on books [1] and was introduced into Byz-
antine scholarship by Lauxtermann [2], who remarked that those poems are intimately 
related to the production of literary texts and manuscripts. The epigrams tell the reader 
more about the manuscript they are part of: they present its topic, tell us who authored 
it, physically wrote it, paid for it, read it, and so on. That makes book epigrams not 
fundamentally different from epigrams inscribed on other objects (e.g., tombstones, 
buildings) as they are completely dependent on and only meaningful if considered 
within their material, physical context. Set apart from the main text of the manuscript, 
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the book epigrams help the reader in their orientation as to what this main text means, 
and how the carrier of the text, i.e., the manuscript, came into being. 

The unique character of those book epigrams originates in the fact that they are in-
terconnected in many ways. 

Firstly, the epigrams are still to be found in their original, unedited form and original 
context of use, which is, on the contrary, not the case for the available texts from antiq-
uity. For example, Homer's Iliad, first written down around 800 BC, has come down to 
us through centuries of copying, editing, and recopying by scribes and scholars. 
Through the centuries, manuscripts have been damaged or destroyed and no original 
autograph has survived. The Iliad as we can read it today in the edition of e.g., Martin 
West [3] is West's reconstruction of Homer's text, based on over 800 sources, among 
which manuscripts, papyri fragments, comments of grammarians, and authors that have 
cited Homer. Consequently, every readable text from antiquity is a conflation of multi-
ple sources and is edited by a philologist to reconstruct the original text as good as 
possible. The book epigrams, however, are to be found in their original form on their 
original carrier without any editorial interference, which makes them unique within the 
written tradition of Greek. 

Secondly, since many book epigrams are composed by scribes, i.e., people who are 
often non-professional poets, the language of the corpus displays less erudite literary 
techniques and linguistic developments [4]. 

Thirdly, book epigrams are often formulaic: verses, half-verses, poems, and chunks 
of poems recur throughout the corpus, often object of adaption, permutation, and vari-
ation. 

By now it is clear that those book epigrams give us a glimpse of the contemporary 
world and language of the scribes, who, in their turn, enriched our modern culture with 
the inheritance of Classical Antiquity. These invaluable epigrams should therefore be 
made available for researchers within the fields of Medieval studies and linguistics. The 
Database of Byzantine Book Epigrams (DBBE) [5], the corpus we are working with, is 
online available and free to be used for research purposes. Although the texts stored in 
the DBBE are provided with all sorts of metadata (date, author, place of writing, etc.), 
the DBBE does not contain any linguistic information on them. Since the existing tools 
for Greek are not flexible enough for the very challenging nature of the DBBE data 
(which will be discussed in Section 2.1), there was a need to develop a new linguistic 
annotation pipeline for both Medieval1 and Ancient Greek. 

This paper reports on the experiments carried out for the development of a morpho-
logical analyser for Byzantine Greek. In a first step, various transformer-based lan-
guage models were trained and compared, while, in a second step, the resulting lan-
guage models were fine-tuned for the task of fine-grained part-of-speech tagging (or 
morphological analysis). Since Greek is a highly inflectional language, our part-of-
speech tags consist of both the part-of-speech and the complete morphological analysis 
of each word. 

 
1  For this paper, Byzantine and Medieval will be used as synonyms that designate the period 

from the 5th and 15th century AD. 
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The remainder of this paper is organised as follows: Section 2 provides an extensive 

overview of both existing resources and natural language processing techniques for 
Greek. Next, Section 3 elaborates the process of data collection and annotation, includ-
ing an inter-annotator agreement study. Once the data is defined, the development of 
the part-of-speech tagger is described: Section 4.1 dives into the training of the lan-
guage model, while Section 0 treats the fine-tuning on a part-of-speech tagging task. 
The experimental results are described and analysed in Section 5, after which a conclu-
sion is drawn in Section 6. 

2 Related Research 

2.1 Resources 

It is very hard to compile a corpus for Medieval Greek since the available resources 
mainly provide classical or biblical texts. The Thesaurus Linguae Graecae (TLG) [6], 
being the pioneer of digitising Greek literary texts since 1971, has the biggest digitised 
collection of Greek texts, spanning from Homer (800 BC) until the fall of Byzantium 
(1453 AD). Their work, consisting of more than 110 million tokens, coming from more 
than 10,000 works associated with over 4,000 authors, can be consulted online but is 
unfortunately not available to be used for research purposes. Nevertheless, we collected 
as much data as possible, to train both a state-of-the-art language model and a part-of-
speech tagger. 

A first open-source alternative to the TLG is the Perseus Digital Library (or Perseus 
Project) [7]. This is a growing digital library of resources for the study of the humani-
ties, focusing on the Greco-Latin world. The project and consequently the corpus 
started with very few texts and expanded as funding was secured. The Perseus Digital 
Library currently contains about 13.5 million tokens of Greek literary texts, both prose 
and poetry, and spans the period from the 8th century BC until the 12th century AD. 
Almost every text on Perseus is open source and can be downloaded as an XML-file. 

The First1KGreek project2 serves as a complement to the Perseus Digital Library. 
The project aims to collect every Greek work composed between Homer and 250 AD 
with an explicit focus on texts that are not to be found at other open-source platforms. 
It contains over 25.5 million tokens of both prose and poetry. Both the Perseus Digital 
Library and the First1KGreek project are part of the Open Greek and Latin portal3, an 
open-source platform with digital texts, reading tools and software. 

 
In addition to the available plain Greek texts, several initiatives arose that (manually) 

tagged every word in a text with its part-of-speech, its lemma, its syntactic relation, and 
(sometimes) even its semantic role. Such annotated corpora are called treebanks. The 
list of treebanks we describe in this article is not exhaustive but limited to those used in 

 
2 https://opengreekandlatin.github.io/First1KGreek/  
3 https://opengreekandlatin.org 
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our research. The Ancient Greek Dependency Treebank (AGDT) [8, 9] was the first 
treebank to cover an Ancient Greek corpus. The AGDT contains 560,000 tokens from 
classical prose as well as poetry, which are manually provided with a part-of-speech 
tag, a morphological analysis, their lemma, and syntactic relations. PROIEL [10] is a 
treebank that contains the New Testament in five different languages, including the 
Greek original, but also Herodotus's Histories and Sphrantzes's Chronicles. The 
PROIEL project contains some 277,000 tokens for Greek. The Gorman treebank [11] 
is a collection of exclusively Ancient Greek prose authors and totals some 550,000 
annotated tokens. Another open-source resource containing annotated Greek texts is 
Trismegistos [12], an interdisciplinary portal of papyrological and epigraphical re-
sources. In addition to the texts themselves, Trismegistos provides metadata about those 
texts facilitating cross-cultural and cross-lingual research. The Trismegistos corpus 
generally covers papyri (fragments) from the 4th century BC until the 7th century AD, 
which sums up to 945,776 stored entries or 4,817,824 tokens. Finally, there are the 
Pedalion Trees [13], containing both prose and poetry from the Perseus project that is 
missing from the AGDT. Pedalion contains some 320,000 annotated tokens. 

 
For the presented research, we have integrated the data of the Database of Byzantine 

Book Epigrams, an ongoing project that stores both textual and contextual data of book 
epigrams from Medieval Greek manuscripts dating from the 5th up to the 15th century. 

The intentions of the DBBE are threefold: 1) it aims to provide both reliable tran-
scriptions and readable texts of the epigrams, 2) which are brought together in an inter-
related, structured, and searchable corpus, and 3) are provided with references to exist-
ing sources and material. The DBBE currently contains over 12,000 unique book epi-
grams. They are stored both as occurrences, the epigrams exactly as they occur in their 
manuscripts, and as types, normalised and thus more readable versions of those same 
texts. Occurrences on the one hand render the text of individual epigrams as faithfully 
as possible, displaying all idiosyncrasies of the manuscript, e.g., in terms of orthogra-
phy. Types on the other hand serve as umbrellas to which one or more occurrences are 
linked. Together, the types and occurrences count 412,529 tokens. When a new book 
epigram is discovered in a manuscript and added to the DBBE, it is primarily published 
as it is found in that manuscript and thus as an occurrence, after which the DBBE either 
links it to an existing type or, if no similar type exists, we create a new one. Since the 
creation of new types needs some time, our aim is to immediately annotate new occur-
rences when they are added to the DBBE. Furthermore, the growing interest in optical 
character recognition for manuscripts [14] means that more occurrence-like texts will 
become digitally available. Consequently, the development of a linguistic annotation 
pipeline, capable of processing this kind of very challenging non-normalised texts (as 
will be further explained in the next paragraph), will be very relevant for other linguistic 
research as well. 

The Greek that is found in the occurrences contains a lot of orthographic inconsist-
encies, that are mainly due to phonetic shifts. These phonetic laws are comprehensively 
explained by Holton et al. [15]. Given the scope of this paper, we will mainly focus on 
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the itacism or iotacism4. The classical, Athenian pronunciation of the vowels ι [i], η [ε], 
υ [y] and diphthongs ει [eː], οι [oj] shifted to the pronunciation [i]5. Type 2150, shown 
in Example 1, renders the normalised Greek text of the three occurrences shown in 
Examples 2, 3 and 4. Although all three occurrences provide the exact same verse, the 
itacism confused the scribes, which resulted in an abundance of orthographic variants 
of that same verse. 

 

1. Ὥσπερ ξένοι χαίρουσιν ἰδεῖν πατρίδα 
Osper kseni cherousin iðin patriða 
Just like travelers rejoice by seeing their homeland6 
DBBE Type 2150 
 

2. + ὧσπερ ξένη χᾶίρου σύν εἰδεῖν πατριδα · 
+ osper xeni cherou sin iðin patriða · 
DBBE Occurrence 17591 
 

3. Ὥσπερ ξένοι χαίρουσιν ἡδεῖν πατρίδαν · 
osper xeni cherousin iðin patriðan · 
DBBE Occurrence 18619 
 

4. + οσπέρ ξένη χεροῦσι ηδὴν πατριδα 
+ osper xeni cherousi iðin patriða 
DBBE Occurrence 18746 

 
An example of this orthographic inconsistency is the penultimate word of every 

verse (to see), that is written in its normalised Ancient Greek form in Example 1. All 
three occurrences of that same word are written in a different way in Examples 2-4. 
Furthermore, these last three examples display the tendency of leaving out the spiritus 
asper, ἁ [ha], and the spiritus lenis, ἀ [a], which - at the beginning of a word - indicate 
the presence or absence of the phoneme /h/ respectively. Example 2 renders a spiritus 
lenis on εἰδεῖν, while Example 3 has a spiritus asper on  ἡδεῖν and Example 4 has no 
spiritus at all on ηδὴν. A last evolution shown in Examples 2-4, is the disappearance of 

 
4  The term itacism, on the one hand, originates from the new pronunciation of the letter η, that 

shifted from [εta] to [ita]. Iotacism, on the other hand, originally refers to the shift in pronun-
ciation of all vowels and diphthongs to [i]. Nevertheless, both terms tend to be used inter-
changeably. 

5  That shift took place before the 3rd century AD, for which we decided to provide every exam-
ple of Greek text with its medieval, phonetic transcription (IPA) instead of a classical trans-
literation. 

6  We used the translations provided at the type page of every occurrence in the DBBE, except 
for those translations marked with ‡. These are the author’s translations. 
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the distinction between long and short vowels, e.g. Example 4 has written οσπέρ (just 
like) with an omicron [o], the other two with an omega [o:]. 

All these phonetic changes had repercussions in the typeface. The scribes definitely 
knew Greek, but that was clearly not sufficient to distinguish which [i] sound should 
be written in their own poems. Because of these inconsistencies, a lot of ambiguous 
forms arise throughout the DBBE corpus, e.g., οσπέρ in Example 4, that denotes the 
adverb ὥσπερ but might be analysed as an indeclinable form of the pronoun ὅς (his, 
her). Existing tools to linguistically annotate Greek texts are developed to process 
standardised, Ancient Greek texts and are thus not capable of dealing with the peculi-
arities described above. This is why we developed a novel, more flexible machine-
learning approach to perform automatic linguistic annotation of Byzantine Greek po-
ems. 

2.2 NLP on the Greek Language 

Although there has been an increase in attention to NLP research for Ancient Greek 
over the last few years, interest in the topic dates back at least half a century. Interest-
ingly, the research and development of the first NLP tool for Greek has its origin in an 
educational context. 

David W. Packard wanted to reform the curriculum for teaching ancient Greek at 
university. He believed that students would be able to read literature much earlier in 
their curriculum if the initial grammatical instruction and the language phenomena fo-
cused on were in alignment with the actual texts they first read. To test that theory, he 
needed the complete lexical and grammatical analysis of the words that occur in texts 
suited for first-year students, which resulted in the first tool to perform morphological 
analysis on 40,000 ancient Greek tokens [16]. Packard's pipeline is straightforward. 
Before the analysis is performed, every input word is first compared to the so-called 
indeclinable list. This is a list of some 800 words that are either not inflected or have a 
highly irregular inflection. Apparently, half of the tokens in a typical Greek text occur 
in that list. The other half of the words are then analysed according to Greek morphol-
ogy rules, described in Smyth's grammar. The algorithm splits the ending from the stem 
by removing the final character of a word and determining whether that character is an 
inflectional ending. If that is the case, the remaining part of the word is assumed to be 
a stem, which is then looked up in a dictionary. Should the stem exist and be consistent 
with the inflectional ending, one possible analysis is saved, and the algorithm repeats 
itself until no more possible analyses are found. Packard expressly states three difficul-
ties for Greek: firstly, crasis – the merging of two words into one – is very difficult to 
detect automatically, which is why the most frequent occurrences of crasis were added 
to the indeclinable list. Secondly, the system could not deal with ambiguous forms, i.e., 
word forms with multiple possible analyses. The programme printed the most likely 
analysis together with a warning for the editor to review that form. Thirdly, the pro-
gramme does not take into account accents nor diacritics, thus creating even more 
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words that are difficult to tackle. Despite these drawbacks, Packard's system was the 
base for further development in NLP for Greek. 

It laid the foundation, for instance, for Morpheus [17], a morphological analysis tool 
that is still widely used today. Morpheus looks for possible endings and a stem to which 
those endings might be attached. These forms are then looked for in a large database of 
possible Greek forms. What is new, is that Morpheus can take into account diacritics: 
an improvement that reduces all possible matches with a whopping 23%. The main 
advantage however of Morpheus compared to Packard's system, is that Morpheus has 
been gradually developed to be able to deal with more than only Attic, the most-studied 
dialect of classical Greece. That was a big leap forwards, since standardised Greek was 
non-existent until the rise of Koinè in the 3rd century BC [18]. According to Miller [19], 
there were four major dialectical clusters that could look very dissimilar, e.g., the gen-
itive singular of the word ‘heaven’ was οὐρανοῦ in Attic, but ὠράνω in Aeloic (dialect 
of Aeolia, Boeotia, and Thessaly). Morpheus is able to recognise both morphological 
endings and stems from the Greek dialects, which made this a very useful and powerful 
system to perform morphological analysis. It has, for example, been integrated in the 
AGDT to speed up manual annotation by displaying all possible analyses of a given 
word. 

Fully automatic morphological analysis, however, is not possible, since Morpheus 
does not decide which analysis is most likely to be correct in case several analyses are 
possible. To cope with this disambiguation problem, several part-of-speech taggers 
have been developed. Celano et al. [20] tested five existing part-of-speech taggers on 
literary data from the AGDT. This comparative study shows that the Mate tagger [21] 
outperforms the Hunpos tagger [22], the RFTagger [23], the OpenNLP POS tagger7, 
and the NLTK Unigram tagger [24] on classical Greek data. This comparative study 
was repeated by Keersmaekers [25], who compared Mate tagger, RFTagger, and Mar-
Mot tagger [26], as part of the development of a linguistic annotation pipeline for pap-
yrological Greek. Unlike literary Greek, papyrological Greek is to be found in its orig-
inal, unedited form, a quality it shares with the book epigrams we work with. The aim 
of the pipeline of Keersmaekers is to enable morphological analysis and syntactic an-
notation for papyrus texts8. That papyrus corpus is analysed best by RFTagger (94.7%), 
who outperforms the Mate and MarMot tagger for that task. However, every token of 
the papyrus corpus is provided with a normalised version of that token, on which the 
morphological analysis was performed. 

Johnson et al. [27] founded the Classical Language Toolkit (CLTK), an open-source 
Python framework dedicated to NLP support for historical languages. The CLTK made 
available a collection of corpora, which for Greek include the Perseus Digital Library 
(cf. Section 2.1), the First1Kgreek (cf. Section 2.1) and Lacus Curtius9. Furthermore, 

 
7  https://opennlp.apache.org  
8  Given the scope of this paper, we do not examine NLP approaches for Greek other than to-

kenisation and part-of-speech tagging. 
9  http://penelope.uchicago.edu/Thayer/E/Roman/home.html 
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several language models and resources were developed for, among other things, prob-
abilistic sentence and word tokenisation, part-of-speech tagging, lemmatisation, and 
morphological tagging. That all-in-one framework allows philologists with less tech-
nical knowledge to make use of existing language technology for Greek. 

The Diorisis project [28] in its turn, performed automatic linguistic pre-processing 
on 820 freely available Greek texts, for the purpose of developing a computational 
model for semantic change in Ancient Greek. The part-of-speech tagger they used, was 
the stochastic TreeTagger [29]. Training was done with data from both the AGDT and 
PROIEL, testing on the AGDT, which resulted in an 91% accuracy score. One partic-
ular focus within the Diorisis project was the disambiguation of words coming from 
different lemmas. That is done by first assigning the part-of-speech tag and only then 
assigning the most-likely lemma, based on this part-of-speech tag. 

Schmid, in his turn, developed a neural-based part-of-speech tagger, RNN Tagger 
[30], that has been trained for Ancient Greek as well. This resulted in a state-of-the-art 
accuracy score of 91.29% when tested on the AGDT. 

The first transformer-based language model for Ancient Greek was developed by 
Brennan Nicholson10. The model is character-based and is trained to predict missing 
characters in Greek words. 

An exploratory study on automatic linguistic annotation of Byzantine Greek epi-
grams from the DBBE was carried out by Singh et al. [31]. What makes this study stand 
out, is that Singh et al. were the first to train a transformer-based language model for 
Ancient and Medieval Greek and implement it in a part-of-speech tagger for Greek. 
They retrained a pre-trained Modern Greek language model [32] on Ancient Greek 
data, be it without diacritics11. This language model was then implemented in a part-of-
speech tagger, for which the FLAIR [33] architecture was used. The part-of-speech 
tagger yielded a competitive accuracy score of 86.88%. However, the language model 
was trained on both Ancient and Modern Greek, while the part-of-speech tagger was 
trained on Ancient Greek data and evaluated on Medieval Greek data. Furthermore, the 
evaluation set was compiled of types from the DBBE, which, as mentioned above, de-
viate from the actual Greek we find in the occurrences. 

3 Data Collection & Annotation 

3.1 Data Collection 

To develop a part-of-speech tagger that makes use of a transformer-based language 
model, several data sets were needed. Firstly, we needed as much plain Greek text as 
possible to serve as input for the language model. Next, both a manually annotated train 
and test set were necessary for the development of the part-of-speech tagger. 

 
10  https://github.com/brennannicholson/ancient-greek-char-bert 
11  Modern Greek only preserved the acute accent. The circumflex and grave accent lost their 

discriminative function and disappeared, just like the spiritus asper and the spiritus lenis. 
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The data collected for the language model counts 127.413.536 tokens consisting of 

the above-described resources: the complete DBBE (both types and occurrences), 
First1Kgreek project, Perseus Digital Library, Trismegistos’ papyrus texts, the Modern 
Greek Wikipedia and Byzantine book epigrams from an edition by Rhoby [34]. All data 
files have been pre-processed as follows: first, for every XML-file in the corpus, we 
extracted all text between the <text> and </text> tags, as we did not need any metadata. 
Next, if the texts were written in bètacode, they were converted into the Greek alphabet. 
As a last step, all editorial signs (e.g. < > or [ ]) were deleted, except for (...), which 
signals that text is missing. We kept these indications of lacunae because we believe 
they contribute to the sentence’s structure; if they are deleted, the sentence structure 
becomes nonsensical. This means that we did not change anything about the texts as 
found in the online corpora, except for the removal of the editorial signs. All cleaned 
files were then classified into three time periods, for which we relied on the Canon of 
Greek Authors and Works [35] by TLG. 

 
 

Period Number of tokens 

Pre-Byzantine 
Byzantine 

Post-Byzantine 
Incerta 
Varia 

31,467,014 
7,952,710 
85,575,140 

52,486 
2,366,183 

Total 127,413,536 

Table 1. The compilation of the data used for the language models. 

 

 
Fig. 1.   The left chart shows the distribution of the data set containing pre-Byzantine, Byzantine, 
incerta and varia, the right one that same data set complemented with post-Byzantine data. 
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Table 1 shows the partition of our tokens per time period, also displayed in Error! 

Reference source not found.. For our corpus, the pre-Byzantine or Ancient period 
spans from the 8th century BC up to and including the 5th century AD and consists 
mainly of First1K, Perseus and Trismegistos. The Byzantine or Medieval period covers 
the 6th up to and including the 15th century and is mainly composed of DBBE data and 
Rhoby’s epigrams. Finally, the post-Byzantine or Modern period covers the 16th cen-
tury until today and only contains the Modern Greek Wikipedia data. Works for which 
no indication about the time of writing exists, e.g., Vitae Hesiodi Particula, are marked 
with incerta in the TLG, a strategy we also applied for our data distribution. Composed 
works, like the Anthologia Graeca, are works that contain texts from several centuries, 
and are therefore marked with varia. The texts indicated with incerta or varia have 
been added to the pre-Byzantine corpus, because we wanted to guarantee that every 
text in the Byzantine corpus really is Byzantine. 

Next, we have compiled two data sets for the training and evaluation of the part-of-
speech tagger. To compile the training set, we extracted all words and their correspond-
ing part-of-speech tags from the AGDT, the Greek texts in PROIEL, the Gorman tree-
banks and the Pedalion trees. The syntactic and/or semantic tags have been deleted, as 
they are not within the scope of this paper. Since we aim to annotate unedited Byzantine 
texts, the test set consists of 10,000 tokens from the DBBE occurrences that have been 
manually annotated. We are aware of the big difference in data between the training 
set, containing only Ancient Greek, and the test set, containing only Byzantine Greek. 
To overcome this discrepancy, we are still annotating DBBE occurrences to add anno-
tated Byzantine Greek to the training set.  

3.2 Inter-Annotator Agreement Study 

The aim of the inter-annotator agreement (IAA) experiment is to evaluate whether (1) 
the label set shown in Table 3 is suitable for this corpus of Byzantine book epigrams, 
and (2) the manual annotations are reliable and consistent across annotators, which is a 
prerequisite to use the resulting corpus for training and evaluating our pre-processing 
pipeline. Since we want the DBBE, when eventually annotated, to be complementary 
to the AGDT, we based our label set on the one used in the AGDT [36].  However, the 
label missing (indication of lacunae) needed to be added. As the AGDT solely contains 
edited data, all sentences are corrected to perfection. This is not the case for the occur-
rences in the DBBE, which display all the text’s idiosyncrasies regarding orthography 
and punctuation (as explained in Section 2.1), and they thus also contain lacunae, var-
ying in size from one letter to complete word(group)s. The missing label is only used 
when we cannot be certain of the original word given its context, similar verses, or 
commentaries. 

Example 5 for instance reads τῆ(...), which is the article of the following word δίκης, 
which it should agree with. We are quite sure that τῆ should thus be annotated as a 
genitive feminine singular of the article ὁ and therefore it receives the part-of-speech 
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tag article. Example 6 starts with a lacuna followed by a complete word, which com-
plicates the matter as it could be any word or word group, so here the label missing is 
used. 

 

5. ὁ τῆ(…) δίκης πρύτανι(ς) 
o ti(…) dikis pritanis 
The highest magistrate of the law 
DBBE Occurrence 30520 

 

6. (…) χρόνον τε και λό|γους καὶ τὴν φύσιν | 
(…) χronon te kje logus kje tin fisin 
(…) time and also words and the nature 
DBBE Occurrence 30520 

 
The final change has to do with the phenomenon crasis. A crasis arises when two 

words, of which the first ends in a vowel/diphthong and the second begins with a 
vowel/diphthong, ‘blend’ together and the two blended syllables form a single new syl-
lable. Some examples represented in our corpus are κἄν from καὶ (and) and ἄν (modal 
particle), κἀμοί from καὶ and ἐμοί (to me), and τοὔνομα from τὸ (the) and ὄνομα 
(name). We have no exact number of how often crasis occurs in the DBBE because 
there is no exhaustive list of possible forms. However, by querying well-known forms, 
we detected over 250 instances of crasis. Since the AGDT does not deal with that gram-
matical phenomenon, we decided to adopt Keersmaekers’ approach [25]: analyse the 
crasis as the part bearing the highest degree of semantic content. In the case of κἀμοί 
for example, the pronoun ἐμοί bears more semantic content than the conjunction καί so 
the crasis is analysed as a pronoun in the dative singular. 

 
Occ. Id 
Tokens 

17368 
50 

18180 
33 

18446 
9 

19604 
101 

20167 
60 

21375 
43 

22487 
91 

22734 
75 

Occ. Id 
Tokens 

23607 
10 

23615 
12 

23631 
16 

23632 
19 

25463 
52 

26551 
66 

30520 
354 

30844 
31 

Table 2. The set of epigrams used for the inter-annotator agreement study, summing up to 1,022 to-
kens. 

 
Three annotators, linguists with profound knowledge of Ancient Greek, were tasked 

to annotate the data set listed in Table 2 provided with the label set shown in Table 3. 
All possible labels for each feature We used Sing et al.’s part-of-speech tagger to pre-
analyse or bootstrap our data. Due to that bootstrapping, the annotators were able to tag 
approximately 80 tokens per hour. Upon completion, we performed an inter-annotator 
study to measure the overlap between the manually verified labels for part-of-speech 

https://www.dbbe.ugent.be/occurrences/17368
https://www.dbbe.ugent.be/occurrences/18180
https://www.dbbe.ugent.be/occurrences/18446
https://www.dbbe.ugent.be/occurrences/19604
https://www.dbbe.ugent.be/occurrences/20167
https://www.dbbe.ugent.be/occurrences/21375
https://www.dbbe.ugent.be/occurrences/22487
https://www.dbbe.ugent.be/occurrences/22734
https://www.dbbe.ugent.be/occurrences/23607
https://www.dbbe.ugent.be/occurrences/23615
https://www.dbbe.ugent.be/occurrences/23631
https://www.dbbe.ugent.be/occurrences/23632
https://www.dbbe.ugent.be/occurrences/25463
https://www.dbbe.ugent.be/occurrences/26551
https://www.dbbe.ugent.be/occurrences/30520
https://www.dbbe.ugent.be/occurrences/30844
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and morphological analysis. Because the IAA experiment was carried out with three 
annotators, we used Fleiss’ Kappa [37] for evaluation: 

  

With pe, where pj is the proportion of all assignments to the jth category: 

  

and po, where N is the number of tokens and n the number of annotators: 

  

To the best of our knowledge, no IAA experiment has yet been conducted for An-
cient Greek, let alone for Byzantine Greek. The inter-annotator study resulted in an 
agreement of 92.72% for the coarse-grained labels (part- of-speech) and 89.83% for the 
fine-grained labels (complete morphological analysis). The agreement scores are very 
high, showing almost perfect agreement (>90%) for the part-of-speech tagging and 
morphological analysis in isolation, and very strong agreement (80-90%) for the com-
bined label, according to McHugh’s IAA evaluation [38]. These scores are very en-
couraging, especially because we perform part-of-speech tagging on Greek data, for 
which different tags are often possible and arguments can be made for different anal-
yses of the same word, a problem Packard [Error! Reference source not found.] al-
ready encountered. This can be illustrated with the word χάριν (on behalf of) followed 
by a genitive. One can argue that its part-of-speech is a noun, χάρις, since its accusative 
is used in an adverbial way. It is just as valid however to state that χάριν is an adverb 
an sich. However, the high agreement score of the IAA experiment shows that the 
Greek language does not cause any difficulties for further annotations. 

 
 
 
 
 
 
 
 
 
 
 
Feature Possible labels 
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Part-of-Speech 
adjective, adverb, article, conjunction, exclamation, in- 
terjection, punctuation, noun, numeral, particle, prepo- 
sition, pronoun, verb, missing 

Person 1, 2, 3, - 
Number singular, plural, dual, - 

Tense aorist, future, future perfect, imperfect, perfect, pluper- 
fect, present, - 

Mood imperative, indicative, infinitive, optative, participle, 
subjunctive, - 

Voice active, medial, medio-passive, passive 
Gender common, feminine, masculine, neutral, - 
Case nominative, accusative, genitive, dative, vocative, - 
Degree comparative, superlative, - 

Table 3. All possible labels for each feature 

 

4 DBBErt Pipeline 

This section introduces the system we developed to perform morphological analysis on 
unedited Byzantine Greek book epigrams. Since existing systems cannot handle this 
type of data well, we make use of transformer-based language models which do not 
solely rely on the written form of a word but take into account the context in which it 
occurs. Because of this feature, we hypothesise that these transformer-based language 
models can handle the orthographic inconsistency of our corpus quite well. We carry 
out a comparative study that evaluates three different kinds of transformer architec-
tures: BERT, ELECTRA and RoBERTa. First, each of these three architectures are 
trained on both an unlabelled data set containing Ancient and Byzantine Greek, and 
that same data set complemented with Modern Greek. Next, we fine-tune the models 
on a supervised part-of-speech tagging task, for which manually labeled data are re-
quired.  
 
4.1 Language Model 

The assumption is that language models should be capable to deal with the major chal-
lenge of our corpus: the inconsistent orthography of the DBBE corpus. That is, a lan-
guage model does not only capture the way a word is written but it also models the 
word based on the context in which it is used. This contextual representation of a word 
as a vector of real numbers is called a word embedding, and words with similar mean-
ings are then closer to one another in the vector space. The first language models pro-
cessed text from left to right and were trained on a corpus of co-occurrence statistics 
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[39, 40]. At that point, homonyms like χάριν only have one vector representation inde-
pendent from their use. This has changed since the development of the transformer ar-
chitecture [41], the main feature of which is self-attention. Self-attention allows a net-
work to directly extract and use information from arbitrarily large contexts. Devlin et 
al. [42] developed a language model that is based on this transformer architecture: 
BERT, or “Bidirectional Encoder Representations from Transformers”. What makes 
transformer models like BERT stand out, is that they do not take into account either the 
left or right context of the word, but takes into account the whole sentence as context. 
BERT’s training is done by (1) a masked language modelling (MLM) task, for which 
15% of the words in the corpus were masked and BERT had to generate the correct 
word, and (2) Next Sentence Prediction (NSP), where the model had to predict a sen-
tence B, given sentence A. These transformer-based language models are state-of-the-
art and since the release of BERT, several variants have been developed, each with their 
own focus. Some examples of these variants are RoBERTa, a more robust BERT model 
[43], SpanBERT, representing and predicting spans of text [44] and ELECTRA (“Effi-
ciently learning an Encoder that Classifies Token Replacements Accurately”), using a 
more efficient training than MLM [45]. To develop the optimal language model for 
Byzantine Greek, we compare three different language model architectures: BERT, 
ELECTRA and RoBERTa. 

RoBERTa and BERT have two main differences: first, RoBERTa makes use of a 
byte-level BPE tokenizer [46, 47] while BERT makes use of a subword tokenizer; sec-
ond, RoBERTa does not add next-sentence prediction to the MLM task and trains with 
larger mini-batches and learning rates than BERT does. 

The main difference between BERT and ELECTRA is the way they are pre-trained. 
 The MLM task of BERT’s training is a generative task: 15% of the tokens are replaced 
by [MASK] and a generator predicts the original identity of the corrupted token. 
ELECTRA’s training, however, is done in a discriminative way with replaced token 
detection: the model learns to distinguish real input from plausible but synthetically 
generated replacements, not from the [MASK] token. 

 

Data.  As described in Section 3.1, the Byzantine Greek data set is limited. A language 
model, however, is very data greedy. Therefore, we created a second data set that sup-
plemented the Ancient and Byzantine Greek set with Modern Greek. These two data 
sets enable us to evaluate whether Modern Greek contributes to the performance of the 
architectures to model Byzantine Greek, as Byzantine Greek is situated in time between 
Ancient and Modern Greek. Henceforth the data set containing Ancient and Byzantine 
Greek is referred to as the AB set, the one complemented with Modern Greek as ABM 
set. The composition of both is shown in Error! Reference source not found.. 

Training of the Language Models. To identify the best possible architecture and data 
set for Byzantine Greek, the six following combinations of models and data sets have 
been trained: BERT on AB set, BERT on ABM set, ELECTRA on AB set, ELECTRA 
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on ABM set, RoBERTa on AB set and RoBERTa on ABM set. These six setups have 
been trained during 12 epochs with their default parameters’ configuration, as pointed 
out in. 

 
 

Model Data 
set 

Vocab 
size 

hidden 
size 

hidden 
layers 

attention 
heads 

max pos 
embedding 

BERT A B 28,996 768 12 12 512 
BERT A B M 28,996 768 12 12 512 

ELECTRA A B 30,522 256 12 4 512 
ELECTRA A B M 30 522 256 12 4 512 
RoBERTa A B 50,265 768 12 12 514 
RoBERTa A B M 50,265 768 12 12 514 

Table 4. The configuration of the six language models and accompanying parameters used 
for training. 

 
Fig. 2 shows the loss as a function of time of a held-out validation set during training. 

The loss functions, which represent the distance between the predicted and correct la-
bels, show that all three models trained on the smaller AB data set perform worse than 
their counterparts trained on the bigger ABM data set. Although the ELECTRA ABM 
model starts with a loss as high as the three smaller models, its loss drops more than 
the small models do. It is, however, the worst performing model of the bigger models. 
Although the BERT ABM model and the RoBERTa ABM model display a very similar 
graph, the RoBERTa ABM model does outperform the BERT ABM model. Although 
these loss functions already serve as an indication of how well the different architec-
tures model Byzantine Greek, a proper extrinsic evaluation on an end task is essential. 
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Fig. 2. The loss functions of the trained language models 

4.2 Fine-Tuning: Morphological Analysis 

This extrinsic evaluation of the language models is carried out by fine-tuning the models 
for part-of-speech tagging. This task, however, is quite challenging as it implies a com-
plete morphological analysis, consisting of 9 features (cf. Table 3). Such a complex 
combination of morphological information leads to a very big set of possible labels, 
viz. 1,057. Because of the high number of labels for a relatively small data set, we 
dare say this is a quite difficult machine learning task. 
 
Data. The training of a part-of-speech tagger is a supervised machine learning task, 
which means that labelled data is needed. As described in Section 3.1, we extracted 
tokens with their morphological analysis from the AGDT, Gorman, PROIEL and 
Pedalion and we deleted all duplicate texts. The resulting training set summed up to 
1,132,120 tokens. For evaluation, we want to focus on the morphological analysis of 
unedited Greek texts, for which we could rely on our gold standard consisting of 10,000 
tokens extracted from the DBBE occurrences, which admittedly is more modest in size. 

Fine-Tuning the Language Model for Part-of-Speech Tagging. Each language 
model described in Section 4.1 will be evaluated by fine-tuning it on the task of part-
of-speech tagging. We make use of the same architecture, facilitated by the FLAIR 
framework [33], to train the various part-of-speech taggers based on the six contextual 
embeddings obtained by our language models. These contextual embeddings are 
stacked together with randomly initialised character embeddings, which is beneficial 
for highly inflectional languages [48] like Greek. The stacked embeddings are subse-
quently processed by a bi-directional long short-term memory (LSTM) encoder and a 
conditional random field (CRF) decoder, a combination frequently used in sequence 
tagging tasks. We use a hidden size of 256, set the learning rate to 0.1 and train for 5 
epochs. 

The validation loss in function of time is shown in Fig. 3. The results of these loss 
functions deviate somewhat from the loss functions displayed in Fig. 2. The two 
ELECTRA models perform worst, irrespective of the data set used. The smaller BERT 
and RoBERTa models slightly exceed the performance of both the ELECTRA models, 
but clearly underperform when compared to their bigger counterparts. The functions of 
the BERT ABM model and RoBERTa ABM model are very similar, but, unlike the 
language models’ loss functions, the BERT ABM model slightly outperforms the RoB-
ERTa ABM model. 

As a last element of comparison, we directly fine-tuned the embeddings of the best 
performing BERT (ABM) model for token classification instead of using them as input 
in the FLAIR architecture. We did this both for the coarse-grained part-of-speech tags 
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and the combined label of part-of-speech and morphological analysis. We will refer to 
these models as DBBErt_pos and DBBErt_morph, respectively. 

 

 

Fig. 3. The loss functions of the fine-grained part-of-speech taggers 

5 Results 

To the best of our knowledge, this is the first research to evaluate part-of- speech tag-
ging of original, Byzantine Greek texts that were not normalised. The accuracy scores 
of the coarse-grained part-of-speech tags are shown in Table 5. Keeping in mind that 
the training is done on normalised, Ancient Greek, the 82.76% accuracy of the BERT 
ABM model on unedited Byzantine Greek is very satisfying. 

The results of the fine-grained part-of-speech tagging are provided in Table 6 and 
visualised in Figure 4. These results also look very promising, especially given the 
complexity of the task: every label consists of nine slots and each slot had three to 
fourteen possible options. Our train set of more than 1 million tokens had a label set of 
995 labels, the test set consisting of some 10,000 tokens had a label set of 471 labels. 
108 of these 471 labels in the test set, however, do not occur in the train set and can 
thus not be predicted by our model. 

Model Accuracy Precision Recall F1 
BERT AB 77.44% 78.58% 77.44% 77.64% 

BERT ABM 82.76% 83.01% 82.76% 82.67% 
ELECTRA AB 71.62% 73.53% 71.62% 72.09% 

ELECTRA ABM 79.65% 79.41% 79.10% 79.07% 
RoBERTa AB 

RoBERTa ABM 
71.03% 
76.32% 

72.55% 
76.90% 

71.03% 
76.52% 

71.13% 
76.32% 

DBBErt_pos 80.50% 80.50% 82.17% 79.33% 
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Table 5. Evaluation scores of the coarse-grained part-of-speech tags. 

 
Model Accuracy Precision Recall F1 

BERT AB 63.29% 69.19% 63.29% 62.14% 
BERT ABM 68.57% 73.22% 68.57% 67.32% 
ELECTRA AB 56.99% 64.95% 56.99% 56.01% 

ELECTRA ABM 63.27% 69.49% 63.27% 62.42% 
RoBERTa AB 56.23% 66.43% 56.23% 55.35% 

RoBERTa ABM 61.76% 71.22% 61.76% 60.63% 
DBBErt_morph 62.33% 62.33% 64.84% 59.83% 

Table 6. Evaluation scores of the full morphological analysis. 

 
These results, however, do not completely confirm our tentative conclusions, which 

were based on the loss functions of both the language model and the training of the 
part-of-speech tagger. The RoBERTa AB model displays the worst performance with 
an F1-score of 55.35% and an accuracy of 56.23%, the ELECTRA AB model performs 
slightly better with an F1-score of 56.01% and an accuracy of 56.99%. Yet the precision 
of the RoBERTa AB model is striking: this model seems to predict less false positives 
than the ELEC- TRA AB model. The same observation holds for the RoBERTa ABM 
model as well. Although outperformed by both the ELECTRA ABM and BERT ABM 
models for the other metrics, the precision of RoBERTa ABM is higher. 

The BERT AB model and ELECTRA ABM model perform almost identically. 
ELECTRA ABM shows a slightly better precision and F1-score than the BERT AB 
model, while accuracy and recall are 0.02% worse. However, Fig. 4 clearly shows that 
the BERT ABM model performs best on this task combining part-of-speech tagging 
and morphological analysis. 

The DBBErt fine-tuning performs quite mediocre with an accuracy score of 62.33% 
and an F1 score of 59.83%. This is not surprising given the basic architecture that was 
uses (1 classification layer). In future research, we will experiment with more advanced 
architectures that, for instance, implement a cascaded system that firstly predicts the 
part-of-speech tag, after which it only predicts the morphological features relevant for  
that part-of-speech. 

As it is difficult to compare the results to previous research, we created two baselines 
by applying Morpheus, a widely used analyser for Ancient Greek, and RNN Tagger, a 
neural state-of-the-art tagger, on our novel gold standard described in Section 3.1. Mor-
pheus resulted in an accuracy score of 19.92%. That score, however, needs some inter-
pretation: 44% of the tokens could not be processed by the Morpheus algorithm and 
30% of the tokens had multiple possible analyses so only 27% of the test set was pro-
vided with only one morphological analysis. RNN Tagger yielded an accuracy score of 
65.59% on the morphological analysis. In addition, we also created a frequency-based 
baseline in order to show how much the transformer model learns from the context 
rather than from the word alone. This baseline yielded an accuracy score of 34.08%. 
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Fig. 4. The accuracy (top), precision (right), recall (bottom) and F1 (left) of our 6 part-of-speech 
taggers. 

 
5.1 Qualitative Analysis 

In addition to the scores that show the performance of the part-of-speech taggers, we 
are also interested in the mistakes that were made and whether some tendencies could 
be discovered. For this more in-depth discussion, we compared the labels predicted by 
the best model, viz. BERT ABM, to our gold standard. The results of this analysis are 
classified in three categories and are provided with some examples. An overall trend is 
that the mistakes made by the algorithm strike us as quite “human”, i.e., typical learn-
ers’ mistakes. 

Itacism. Words that are written completely different than their Ancient Greek forms 
due to the itacism, are in general analysed wrongly. A notable example is ἰδῦν /iðin/, 
the active infinitive aorist of the verb to see usually written as ἰδεῖν. This form, which 
is extremely affected by the itacism, occurs five times in our test set and is analysed 
differently each time:  

• adverb 
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• verb, active present participle nominative masculine plural 
• noun, genitive masculine plural 
• adjective, accusative neutral plural 
• noun, genitive neutral plural 
 

Granted, the word is quite unrecognisable if not pronounced out loud. How- ever, that 
does not alter the fact that the correct coarse-grained part-of-speech tag, namely verb, 
is predicted correctly only once. 

However, words of which the stem is affected by the itacism but still display a cor-
rect suffix, are analysed correctly most of the time. This might be due to the subword 
tokenizer, that splits the words in meaningful parts. For example, if the last part of the 
word is a clear suffix that indicates a nominative masculine singular, the word is gen-
erally analysed as such, irrespective of whether the stem has been altered or not. 

 

7. + ἄναρχε θεὲ· τῶ τρησώλβιων βήος 
God that cannot be dominated, you, thrice happy life 
DBBE Occurrence 17859 

 
Example 7 ends with the word βη# ος	(life), which in Ancient Greek is written as βι#ος. 

The stem of the word is spelled differently but the suffix -ος	is left unchanged, which 
explains why the algorithm managed to correctly analyse this word as a nominative 
masculine singular. 

 

Ambiguous Morphology. Ambiguous forms are not always provided with the correct 
analysis, in spite of context being captured by the model. The word ἔργα, for example, 
is either a nominative or an accusative neutral plural. In Example 9 the word φύσις 
(nature) is nominative and serves as subject, while ἔργα (tasks) is an accusative follow-
ing the preposition πρός (towards). Even though this sentence already has an unques-
tionable subject in the nominative, ἔργα was erroneously tagged as a nominative as 
well. 

 

8. θαῦμα πρόκειται πᾶσιν εξηρημένον 
is for all a miracle to behold 
DBBE Occurrence 17013 

 
9. oἷς ἐστιν φύσις πρὸς ἔργα φιλότιμος 

Those who by nature honour works involving much noble toil 
DBBE Occurrence 17013 
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Next, our model shows a preference for the masculine gender in its analyses. This 

manifests itself in two different ways. First, adjectives that display no morphological 
distinction between masculine and feminine are generally analysed as masculine. The 
last word of Example 9 for instance, φιλότιμος (loving honour), is an adjective that has 
the same morphology for both masculine and feminine forms. Our model analyses this 
as a masculine form, notwithstanding the word’s agreement with the female noun φύσις 
(nature). Second, adjectives in accusative case look identical for masculine and neutral. 
The word ἐξηρημένον (transcendent) in Example 8 agrees with the accusative neutral 
θαῦμα (wonder) but is tagged as a masculine accusative. This might be ascribed to the 
gender distribution in our corpus: 49% of the words that have a grammatical gender are 
masculine, 29% are feminine, 18% is neutral and 5% is common, viz. not determinable 
by morphology nor by context. 

A surprising outcome related to gender is the word παῖς (child), which can be either 
masculine or feminine, depending on the person it describes. In our test set, the follow-
ing forms of the word παῖς occur: 

 

10. Κλαδηφοροῦντες παῖδες Ἐβραίων […] κράζουσιν 
The children of the Hebrews, bearing young branches, are shouting 
DBBE Occurrence 17304 

 
11. ἀγγελίην πολύστενον· αἲ αἲ κλαύσατε παῖδες 

Alas, children, weep for the mournful messages 
DBBE Occurrence 25465 

 
12. Αἶνος φλόγα σβέννυσι τῶν τριῶν παίδων 

The hymn of three children extinguishes the fire 
DBBE Occurrence 27019 
 

Example 10 is annotated as masculine in the gold standard, which might stem from the 
agreement between παῖδες and the adjective Κλαδηφοροῦντες (bearing branches), 
which is undoubtedly masculine. However, although neither Example 11 nor 12 has 
any attributive adjunct that is unarguably masculine or feminine, both are annotated as 
masculine. This might be due to the fact that the word παῖς is used with a masculine 
article in 90% of the occurrences in the classical Greek corpus12. The algorithm none-
theless tagged both Example 11 and 12 as common, while 10 is correctly tagged as 
masculine. 

Another striking error is the classification of uninflected nouns, like the Hebrew 
name Δαυίδ (David). This token occurs 8 times in our test set. During manual annota-
tion, we always interpreted the token Δαυίδ within the sentence and labelled it with the 

 
12  We queried the Philologic database (https://perseus.uchicago.edu) for all collocations of the 

masculine article with παῖς and all collocations with the female article. 

https://perseus.uchicago.edu/
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case we would expect that constituent to be. So, if David is the subject of the sentence, 
we tagged it as a nominative; if it is the sentence's object, we tagged it as an accusative. 
The model, however, only provides a – correct – coarse-grained part-of-speech tag 
without further morphological analysis in 5 of the 8 occurrences of Δαυίδ. It also pre-
dicted twice a nominative masculine singular and once a dative masculine plural; only 
one nominative masculine singular was correct, the other two were vocative masculine 
singular. Although unexpected, the fact that more than half of the occurrences of Δαυίδ 
has not received a morphological analysis, might be due to the absence of any suffix 
indicating the case of the word. The uninflected names Ἱεζεκιήλ (Ezechiel) and 
Μανουήλ (Manuel), however, are provided with a perfect morphological analysis, 
while Δανιήλ (Daniel) was erroneously tagged as feminine instead of masculine. These 
examples, unlike the examples of Δαυίδ, clearly display that the model is able to make 
correct, complete morphological analyses without the presence of a suffix. 

 

Manuscript Writing. Other wrong outputs can be ascribed to typicalities of the texts 
in our corpus, like the sloppiness of many scribes. The iota subscriptum is every so 
often omitted in manuscripts and thus in our occurrences as well13. It is notable that the 
dative singular of words that have a nominative singular ending with -α or -η, are often 
analysed wrongly by the model. This is consistent with the training data since the dative 
of the feminine nouns ending with -α or -η looks the same as the nominative singular 
because of the omission of the iota. They can be distinguished by taking into account 
their article – if present –, that is ἡ for a nominative, shown in Example 13 and τῇ/τη 
(with or without a iota) for a dative, shown in Example 14. 

 

13. ὄψον ἡ ψαλμωδία nominative 
as dish singing to the harp ‡ 
DBBE Occurrence 20204 

 
14. ἡμέρα τῆ τῆς δίκης dative 

on Judgement Day ‡ 
DBBE Occurrence 28563 
 

The in-depth analysis of BERT ABM’s predictions shows that the model is quite 
capable of coping with the peculiarities of unedited, Byzantine texts as described in 
Section 2.1. This proposition is valid as long as the orthographic inconsistencies do not 
affect the morphological suffixes, caused either by the itacism or the sloppiness of the 
scribe. 

 
13  When an ᾱ, η or ω is followed by a ι (iota), the iota is written either underneath (subscriptum) 

or next to that previous vowel (adscriptum). 
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6 Conclusions & Future Research 

This paper reports on the development of a transformer-based part-of-speech tagger for 
Byzantine Greek. To this end, first two large corpora were compiled: a data set (AB) of 
almost 42 million tokens of Ancient and Byzantine Greek and a data set (ABM) of al-
most 127.5 million tokens containing Ancient, Byzantine, and Modern Greek texts. 
Both text collections were used to train six different transformer-based language mod-
els, that were fine-tuned by means of existing treebanks for the task of part-of-speech 
tagging. To evaluate the tagger, a gold standard of around 10,000 tokens of DBBE oc-
currences was manually annotated. An inter-annotator agreement study, which was per-
formed to verify the reliability of the annotations, resulted in very high agreement 
scores (89.83%). 

The development of the part-of-speech tagger involved two main steps. Firstly, we 
trained a BERT, ELECTRA and RoBERTa language model on both the AB data set 
and the ABM data set. Each of the embeddings obtained by the language models were 
then incorporated for training the different part-of-speech taggers. The comparison of 
these part-of-speech taggers shows that BERT trained on Ancient, Medieval and Mod-
ern Greek achieves the best results on this task. Although the model leaves room for 
improvement, an accuracy score of almost 70% on full morphological analysis is very 
promising, given the difficulty of the task. 

In further research, we will keep collecting and annotating data to improve the pre-
sented model for part-of-speech tagging. As a next step, we will investigate a linguistic 
annotation pipeline that combines our part-of-speech tagger with a lemmatiser for Byz-
antine Greek. We will also experiment with a cascaded approach, where the detailed 
morphological analysis is performed based on the predicted course-grained part-of-
speech category. In addition, we will investigate whether an ensemble of dedicated 
models, each predicting one of the components of the detailed morphological analysis 
separately, outperforms the current model that predicts the complete morphological 
analysis label at once. 

Finally, the obtained linguistic annotation will allow to research similarities between 
the occurrences in the quite entangled corpus of the DBBE. To this end, various meth-
odologies will be investigated to measure orthographic and semantic similarity, e.g. 
based on word forms, part-of-speech patterns or lemmas, for which we need this lin-
guistic information.  The occurrences, now linked to one another only if they have a 
common type, could then be “linked” by these similarity detection algorithms. This will 
result in a more dynamic system to connect related epigrams within the DBBE. 
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