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Abstract 16 

Saffron is a valuable spice that is often adulterated. This study proposes using near-infrared 17 

hyperspectral imaging (NIR-HSI) and chemometrics as a fast and cost-effective method for detecting and 18 

quantifying adulteration in saffron stigmas. Adulterated saffron samples were prepared by adding Crocus 19 

sativus style to pure saffron stigmas in varying concentrations (20-90%). The spectral data were pre-treated 20 

using standard normal variate (SNV), and multiplicative scatter correction (MSC), while variable reduction 21 

was performed by Principal Component Analysis (PCA) and Partial Least Squares (PLS). Classification was 22 

done using Linear Discriminant Analysis (LDA), PLS-DA, Support Vector Machine (SVM), and Multi-layer 23 

Perceptron (MLP) models, while quantification was achieved by PLS, PCA, SVM, and MLP-based regression 24 

models. The HSI technique achieved correct classification rates of 95.6% to 100% in discriminating 25 

authentic saffron from plant adulterants and adulterated saffron across all the models. Regression models 26 

to quantify the percentage style adulteration in saffron demonstrated excellent prediction abilities with 27 

almost all models achieving RPD (Residual Predictive Deviation) values of 3.0-5.4. The MLP model (1 hidden 28 

layer with 3 neurons) built from SNV pre-processed and PLS reduced data (15 LVs), showed exceptional 29 

predictive capabilities, with an R2p of 0.97, a Root Mean Squared Error of Prediction (RMSEP) of 4.3%, and 30 

an RPD of 5.4. The results demonstrate the potential of NIR-HSI and chemometrics for rapid and 31 

nondestructive detection and quantification of style in saffron stigmas.  32 
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1 Introduction  37 

Saffron, commonly known as 'Red Gold,' is the most expensive spice globally. It is derived from the 38 

dehydrated stigma of Crocus sativus L., a sterile triploid plant from the Iridaceae family. It is cultivated 39 

worldwide, with an estimated global production of 300 tons annually (Morozzi et al., 2019). Iran dominates 40 

as the largest producer, contributing to 76% of the annual saffron output. Other notable producers include 41 

Spain, Greece, Italy, Turkey, and India  (Kumar et al., 2009; Hagh-Nazari & Keifi, 2007). The cultivation and 42 

harvesting of saffron are meticulous and labor-intensive, relying on manual methods, which result in 43 

relatively low yields. This, combined with its distinctive sensory properties, significantly contributes to its 44 

premium market price, which often exceeds $2,000 per kilogram (Shahnoushi et al., 2020). 45 

Saffron is renowned for its peculiar quality, exceptional sensory attributes, and biological properties. 46 

It imparts a unique color, flavor, and aroma to foods through its secondary metabolites: crocetin, 47 

picrocrocin, and safranal (Moratalla-López et al., 2019). Crocins (trans-crocetin ester, di-β-gentiobiosyl) and 48 

crocetin sugar esters (8, 8'-diapocarotene-8, and 8'-dioic acid) are water-soluble apocarotenoids that 49 

produce yellow color hues in food. The bitter taste of the spice is derived from picrocrocin, a monoterpene 50 

glucoside [4-(-D-glucopyranosyloxy)-2,6,6-trimethyl-1-cyclohexane-1-carboxaldehyde], while its aroma is 51 

derived from the volatile fraction, safranal (2,6,6-trimethyl-1,3-cyclohexadiene-1-carboxaldehyde) 52 

(Kyriakoudi et al., 2015).  53 

Unfortunately, saffron is frequently subject to adulteration, primarily driven by its high production 54 

costs, premium price, and perceived value (Kumar et al., 2009; Mohiuddin, 2019; Moore et al., 2012). 55 

Adulteration poses significant challenges for both consumers and traders and can manifest in various forms. 56 

These include incorporating other parts of the saffron flower, substituting it with visually similar plant 57 

materials, adding artificial colors, immersing fibers in honey or oils to increase mass, and illicitly mixing 58 

cheaper saffron categories with premium ones (Asili & Jaroszewski, 2010; Guijarro-díez et al., 2017; Jiang 59 

et al., 2014; Karimi et al., 2016; Moore et al., 2012; Moras et al., 2018; Hagh-Nazari & Keifi, 2007; Sabatino 60 

et al., 2011). These fraudulent practices are employed to enhance the spice's appearance, weight, and 61 

volume for financial gain, emphasizing the need for caution when purchasing saffron. Assessing the quality 62 

and origin of saffron presents challenges, as its appearance can be deceptively similar, and market grading 63 

is often inconsistent (Lu et al., 2019). This inconsistency further compounds the difficulty in identifying 64 

genuine saffron, making it imperative for consumers and traders to exercise caution when making 65 

purchases. 66 

Consequently, the issue of detecting and authenticating adulterants in saffron has gained the 67 

attention of traders, consumers, and researchers. It is imperative that saffron authentication and quality 68 

control methods be continually developed, reviewed, improved, and implemented to classify grades 69 

accurately in international markets and safeguard the interests of producers and consumers (Heidarbeigi 70 

et al., 2015). This collective effort is vital for ensuring the integrity of the saffron trade and maintaining 71 

trust within the industry. 72 

Currently, the quality of saffron in international trade is assessed according to ISO 3632-2, which 73 

specifies UV-Vis spectrophotometric method for evaluating key quality parameters including color, taste, 74 

and aroma, all of which are associated with the concentrations of crocetin esters, picrocrocin, and safranal. 75 

These parameters are quantified at specific wavelengths: 440 nm, 257 nm, and 330 nm, respectively(ISO 76 

3632, 2011). Nevertheless, efforts are ongoing to develop more efficient means of assessing saffron quality 77 
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and authenticity. In this pursuit, various approaches such as molecular assays (Jiang et al., 2014; Soffritti et 78 

al., 2016), stable isotope analysis (Maggi et al., 2011; Wakefield et al., 2019), and chromatography (Bononi 79 

et al., 2015; Bouhadida et al., 2017; García-rodríguez et al., 2017; Guijarro-Díez et al., 2017; Morozzi et al., 80 

2019; Rubert et al., 2016) have been employed to authenticate saffron and detect adulterants of plant 81 

origin. However, these methods, despite their accuracy and sensitivity, have drawbacks including being 82 

destructive, time-consuming, and requiring specialized expertise.  83 

Spectroscopy has emerged as a more rapid, time-saving, and cost-effective method for detecting fraud 84 

in premium spices, with saffron being a notable example. Several infrared spectroscopic techniques and 85 

chemometrics have been employed to authenticate, detect, and quantify adulteration in saffron  86 

(Dowlatabadi et al., 2017; Karimi et al., 2016; Ordoudi et al., 2014; Shawky et al., 2020; Varliklioz Er et al., 87 

2017). These methods have also proven instrumental in elucidating the chemical composition of saffron 88 

and discerning its geographical origin (Biancolillo et al., 2020; D'Archivio & Maggi, 2017; Li et al., 2018a; Liu 89 

et al., 2018; Zalacain et al., 2005).  90 

Spectroscopic methods, despite relying on the precision and accuracy of the reference method, 91 

particularly in the case of NIR spectroscopy, are known for their superior reproducibility in measurements 92 

and predictions. However, spectroscopic techniques inherently lack the capability to provide spatial 93 

information about objects, rendering them less efficient when applied to heterogeneous food samples. 94 

(Huang et al., 2014; Prieto et al., 2009). For instance, NIR spectroscopy generates a mean spectrum, 95 

representing an averaged measurement of the entire sample, irrespective of the scanned area. 96 

Consequently, this results in the loss of spatial information regarding the distribution of constituents within 97 

the sample (Manley, 2014). Other methods, such as computer vision (Alighaleh et al., 2022; Kiani & Minaei, 98 

2016), are limited to working with visible bands (RGB) and cannot provide information on spectral 99 

characteristics (Kiani et al., 2018). In response to these challenges, alternative techniques, such as 100 

hyperspectral imaging, have gained attention as promising tools for detecting fraud in food spices (Cruz-101 

Tirado et al., 2023; Hashemi-Nasab & Parastar, 2022; Lima et al., 2020; Orrillo et al., 2019). 102 

Hyperspectral imaging (HSI) offers a potential approach to overcome the limitations of traditional 103 

spectroscopic methods in detecting fraud and authenticating saffron. HSI technology seamlessly integrates 104 

conventional imaging and spectroscopy, thereby providing both spatial (localization) and spectral 105 

(identification) information on samples across the ultraviolet-visible (UV-Vis) and near-infrared (NIR) 106 

regions (ElMasry & Sun, 2010; Huang et al., 2014; Manley, 2014). With HSI, the spectrum of each pixel 107 

within the image is captured, a unique capability that enables HSI to potentially map out the distribution of 108 

constituents within a given sample. This makes it particularly well-suited for analyzing heterogeneous 109 

samples (Nobari Moghaddam et al., 2022).  110 

While HSI technology has been explored for the authentication of spices such as nutmeg (Kiani et al., 111 

2019), cumin powder (Florián-Huamán et al., 2022), cinnamon (Cruz-Tirado et al., 2023), and black pepper 112 

(Orrillo et al., 2019), research on its application for authenticating saffron stigmas is limited.  In a study by 113 

Lu et al. (2019), hyperspectral imaging and multivariate spectral analysis were successfully employed to 114 

determine the authenticity, quality, and origin of different samples of saffron. The HSI spectral data and 115 

propagation neural network models could distinguish authentic saffron from saffron adulterated with 116 

safflower. In a recent study by Hashemi-Nasab & Parastar (2022), authentication of saffron using Vis-NIR 117 

(400–950 nm) HSI combined with mean-field independent component analysis was also reported to be 118 

successful. 119 
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Adulteration in saffron is a well-known problem, as other parts of the flower, such as the style that 120 

links the three stigmas to the rest of the plant, are often blended in due to their similar appearance. Using 121 

near-infrared hyperspectral imaging (NIR-HSI) to detect and quantify the presence of style as an adulterant 122 

in saffron stigmas is a promising solution. However, there is currently insufficient evidence to fully support 123 

its effectiveness. Furthermore, except for safflower, there is little information on using NIR-HSI to 124 

distinguish saffron from other plant-based adulterants. To address the specific research gap concerning the 125 

presence of style as an adulterant in saffron stigmas, the current study proposes employing HSI and 126 

chemometrics to rapidly authenticate and quantify this form of adulteration. 127 

 Therefore, the objective of this study were: (i) to assess the efficacy of spectral preprocessing 128 

methods and variable reduction techniques in enhancing model performance, (ii) to explore the potential 129 

of chemometric models, including Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), 130 

Partial Least Squares-Discriminant Analysis (PLS-DA), Support Vector Machines (SVM), and Multi-Layer 131 

Perceptron (MLP), when utilizing hyperspectral imaging (HSI) for the rapid authentication and classification 132 

of saffron, its adulterants, and adulterated saffron, and (iii) to develop predictive models, using HSI and 133 

regression techniques based on PLS, PCA, SVM, and MLP, to estimate the concentration of the style 134 

(adulterant) within saffron stigmas. 135 

2 Materials and Methods 136 

2.1 Plant materials  137 

The saffron samples, which had undergone microwave drying, and the adulterants (safflower, saffron 138 

style, fiber, Citrus aurantium, and a mixture of style and konj) (Figure 1) used in this study were sourced 139 

from Zaveh County in Khorasan Razavi province, Iran. These specific samples were chosen to represent 140 

commonly encountered plant materials that are often fraudulently marketed as genuine saffron. To 141 

maintain their integrity, all samples were carefully stored at 25 °C, shielded from light and moisture, until 142 

analysis. 143 

A

 

B

 

C

 

D

 
Figure 1. RGB images of A: Authentic saffron stigmas, B: Saffron Styles; C: Style + Konj, and D: Adulterated 144 
Saffron stigmas (20% saffron stigmas + 80% saffron styles) 145 

2.2 Preparation of adulteration mixtures 146 

Saffron stigmas were mixed with style to create adulterated mixtures. Admixtures were made by 147 

adding various levels of style to saffron stigmas at eight different percentages: 20%, 30%, 40%, 50%, 60%, 148 

70%, 80%, and 90% of the total weight of the sample. Notably, 20% was selected as the lowest level of 149 

adulteration, in alignment with the market principle that suggests adding less than 20% of adulterants to 150 
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saffron is not economically feasible (Hashemi-Nasab & Parastar, 2022; Petrakis et al., 2015). A total of 84 151 

samples, including 6 pure saffron, 30 adulterants (6 samples each for safflower, Citrus aurantium, saffron-152 

style, fiber, and konj mix), and 48 adulterated saffron samples (with adulterations ranging from 20% to 153 

90%), were prepared for hyperspectral image analysis. 154 

2.3 Hyperspectral imaging system  155 

A hyperspectral imaging system was employed for data acquisition. This system operated in the near-156 

infrared region, spanning from 900 to 1700 nm, and consisted of a computer, Fx17e Specim spectral 157 

camera, light sources, an InGAs detector, and an electric displacement platform measuring 40 cm by 20 cm 158 

(Specim Lab Scanner, Spectral Imaging Oy Ltd, Finland). The acquisition, normalization, and processing of 159 

hyperspectral images were performed using Lumo Scanner, Classic ENVI (IDL 8.7.2), and ENVI (version 160 

5.5.2) software, respectively.  161 

2.4 Acquisition of HSI images and spectral data  162 

The samples were evenly spread on a 60 mm diameter dish. Subsequently, the images were acquired 163 

for each sample using hyperspectral imaging. The optimal parameters for acquiring clear and undistorted 164 

spectral images were determined through repeated experiments. These parameters included a camera 165 

exposure time of 7.00 ms, a frame rate of 19.50 Hz, a platform speed of 2.6 mm/s, a platform distance of 166 

40 cm, a distance between the sample and the lens of 15 cm, and an image resolution of 672 x 512 pixels. 167 

The operation was performed in a dark chamber to eliminate external light interference. The sample was 168 

positioned on the platform before capturing the image across the NIR spectral range from 900 to 1700 nm, 169 

resulting in an average spectral interval of 3.5 nm, producing 224 reflectance bands. The hyperspectral 170 

images were calibrated using black and white reference images to remove noise caused by uneven dark 171 

and illumination distribution by the hyperspectral camera, as per equation 1.  172 

R = (I − B)/(W − B)           (1) 173 

The calibrated hyperspectral image of the sample (R) was calculated using the raw hyperspectral image 174 

of the sample (I), the white reference image from the standard white calibration board (W,  99.9% 175 

reflectance), and the black reference image obtained by closing the lens of the camera (B,  0% 176 

reflectance). The images were masked to eliminate the background and other redundant parts due to Petri 177 

dishes. The average reflectance value was obtained by selecting the whole image as the region of interest 178 

(ROI). 179 

2.5 Spectral processing 180 

Hyperspectral imaging generates a hypercube that contains a large number of variables. 181 

Chemometrics is essential for extracting and interpreting relevant information from this spectral data 182 

(Nobari Moghaddam et al., 2022). Nonetheless, the original spectra obtained from hyperspectral imaging 183 

can be affected by issues such as scattering effects, random noise, and system noise, all of which can 184 

weaken the spectral signal and reduce the performance of models. Solid samples often feature non-185 

uniform surfaces and can scatter light during diffuse reflection, resulting in additive and multiplicative 186 

effects. These light scattering effects can be corrected by the Standard Normal Variate (SNV) and 187 

Multiplicative Scatter Correction (MSC) algorithms (Kiani et al., 2019).  188 
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In this study, the SNV and MSC filters were applied individually to the HSI spectra. By employing the 189 

SNV and MSC algorithms, which are chemometric techniques, the quality of the spectral data can be 190 

improved, thereby enhancing the performance of classification and regression models. 191 

2.6 Statistical Modeling  192 

The samples were randomly divided into two sets using a train-test split method to facilitate model 193 

training and testing. Specifically, the calibration model was constructed using 70% of the total samples (n 194 

= 61 for classification and n = 44 for regression models). The remaining 30% of the samples (n = 23 for 195 

classification and n = 16 for regression models) were set aside for evaluating the model's accuracy in 196 

predicting the characteristics of randomly selected samples, serving as the test set. It's important to note 197 

that classification models were assessed using all available samples (n = 84), while the regression models 198 

were specifically evaluated using authentic saffron samples and saffron adulterated with saffron-style (n = 199 

60). 200 

Validation processes are essential for building chemometric models (Nicolaï et al., 2007). In our 201 

present study, all the calibration models were constructed using 10-fold cross-validation and ten 202 

repetitions, with samples randomly assigned without replacement. The calibration set samples were 203 

divided into 10 folds, employing 9 folds (k-1) for model training, and reserving 1-fold for cross-validation. 204 

This cross-validation process was iterated 10 times. Its purpose was twofold: (i) allow estimation of the 205 

number of latent variables (LVs)/factors for optimal models, which require estimation of the standard error 206 

of prediction (SE), and (ii) improve the estimation of the prediction error classification and regression 207 

models. The optimal-performing model was chosen based on the fewest factors possible factors and 208 

minimizing the error for k-fold cross-validation to prevent overfitting. The cross-validated model was then 209 

used to predict the external test set. 210 

The process of extracting chemical information from spectral data presents challenges, primarily due 211 

to many input variables (NIR wavelengths) that exhibit multi-collinearity. This scenario is not suitable for 212 

traditional Multilinear Regression (MLR). To address this issue, statistical methods that incorporate latent 213 

variables (LVs)/factors, such as Principal Component Analysis (PCA) and Partial Least Squares (PLS), are 214 

employed for dimension reduction. Striking a balance between the number of components used is crucial 215 

since too few components may lead to the loss of valuable information (underfitting), while an excessive 216 

number of factors may introduce noise (overfitting) (Leardi, 2018). 217 

 Our study employed a variety of chemometric techniques to classify and quantify adulteration in 218 

saffron stigmas. The analysis was initiated by Principal Component Analysis (PCA) for data exploration. 219 

Supervised classification was performed using Linear Discriminant Analysis (LDA), Partial Least Square-220 

Discriminant Analysis (PLS-DA), Support Vector Machines (SVM), and Multi-Layer Perceptron (MLP). 221 

Additionally, regression models were developed employing PCA, PLS, SVM, and MLP to predict the extent 222 

of adulteration in saffron stigmas. These techniques are fundamental tools in multivariate data analysis for 223 

food fraud detection (Nobari Moghaddam et al., 2022). It is common practice to employ multiple 224 

classification techniques and assess their performance, as highlighted by Callao & Ruisánchez, (2018). This 225 

approach does not significantly increase the overall research expenses once the research problem is well 226 

defined. 227 
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2.6.1 Principal Component Analysis (PCA) and Principal Component Regression (PCR) 228 

PCA, a valuable data projection technique for sample clustering, feature selection and dimension 229 

reduction (Nobari Moghaddam et al., 2022), involves transforming the original variables into a new 230 

collection of uncorrelated variables known as principal components (PCs). These PCs capture the maximum 231 

variation in the data (Härdle & Simar, 2013). PCR takes this concept a step further by reducing the number 232 

of predictor variables, using the first few PCs instead of the original variables. This approach simplifies the 233 

regression model, enhances its interpretability, and helps prevent overfitting (Leardi, 2018).  234 

To determine the optimal number of PCs for constructing the PCR model, the Forward selection 235 

approach was employed. In this technique, the regression equation is initially built with one predictor (PC), 236 

and each new predictor is individually added to the model until there is no further improvement in the 237 

error, i.e., RMSEP (Root Mean Square Error of Prediction) (Lima et al., 2020). The best model results were 238 

obtained by determining the optimum number of factors (PCs) that resulted in the lowest RMSECV. 239 

2.6.2  Linear Discriminant Analysis (LDA) 240 

LDA, a statistical method for classification and dimensionality reduction, serves two primary purposes. 241 

In classification, LDA identifies linear combinations of features that effectively separate classes within a 242 

dataset (Sánchez-López et al., 2016). n dimensionality reduction, it projects high-dimensional data onto a 243 

lower-dimensional space while preserving as much class-discriminatory information as possible (Hastie, 244 

2009).  245 

In this study, a combination of PCA and LDA, known as PCA-LDA, was utilized for classification. Initially, 246 

PCA was employed to reduce the dimensionality of the data. Subsequently, the optimal number of principal 247 

components (PCs) was used to construct the LDA model, determining linear combinations of features 248 

referred to as discriminant functions (DFs) that best distinguished the classes. Similarly, the selection of the 249 

best LDA model was based on the fewest DFs that resulted in the highest classification accuracy (CC) and 250 

minimized standard error (SE). 251 

2.6.3 Partial Least Squares (PLS) 252 

In the present study, PLS regression was employed to predict the concentration of style in saffron 253 

stigmas. PLS, a statistical technique widely used in chemometrics for regression, proves particularly 254 

valuable when dealing with datasets where the number of independent variables (predictors) exceeds the 255 

number of samples, as observed in this study. PLS achieves this by generating latent variables that maximize 256 

the covariance between predictor variables (spectral data) and response variables (Uncu & Ozen, 2019). By 257 

prioritizing latent variables based on their contribution to the predictive quality of the regression model, 258 

PLS facilitates the selection of a simplified model without the risk of overfitting. 259 

In addition to PLS regression, a PLS-DA model (Partial Least Squares Discriminant Analysis) was 260 

employed to classify authentic saffron from adulterated samples. PLS-DA, a variant of PLS, is specifically 261 

designed for classification problems, particularly when dealing with datasets containing numerous 262 

predictor variables and a limited number of observations. Unlike PLSR, PLS-DA is suited for cases where the 263 

dependent variable is categorical, as exemplified in our study with saffron and plant adulterants.  264 
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The optimum number of latent variables were selected based on the "one standard error rule" 265 

approach as described by Hastie (2009). This method helps in selecting the best-performing model while 266 

simultaneously minimizing the number of latent variables. It takes into account either achieving a low 267 

RMSEP or attaining the highest percentage of classification accuracy (CC).  268 

2.6.4 Support Vector Machines (SVM) 269 

In the current study, Support Vector Machines (SVM) as a machine learning algorithm, employed for 270 

classification and regression tasks. SVM is renowned for its robustness and its ability to handle high-271 

dimensional data without undue sensitivity. It's particularly well-suited for classification and regression 272 

tasks with limited training samples in high-dimensional spaces. This algorithm seeks to find a hyperplane 273 

that maximizes the distance between itself and the closest samples from each of the two classes (Deng et 274 

al., 2013).  275 

To prevent overfitting, SVM adjusts the classification decision function based on the principle of 276 

structural risk minimization, rather than simply minimizing the misclassification error on the training set 277 

(Chen et al., 2007). The optimal parameters for the SVM regression model were estimated as per the 278 

method outlined by Zeng et al. (2019).  279 

A linear kernel function was chosen for the SVM models. The grid search was performed by varying 280 

the epsilon parameter (ε) and the "cost of constraints violation" parameter (C) to determine the best 281 

settings for the SVM models. Specifically, the epsilon parameter (ε) varied over a range of 0.9, 0.7, 0.5, 0.3, 282 

0.2, 0.1, 0.05, 0.02, 0.01, 0.005, and 0.001. Similarly, the cost of constraints violation (C) parameter was set 283 

at 0.01, 0.1, 0.5, 0.75, 1, 3, 5, 7, 10, 25, and followed by increments of 25 to 300.  284 

The tolerance margin, represented by the symbol ε, allows the training instances in the regression to 285 

deviate from the hyperplane by a certain value before a penalty is imposed. A high error tolerance (i.e., a 286 

large ε value) can lead to certain data patterns being disregarded and not considered in the model, resulting 287 

in underfitting. Conversely, a smaller ε value permits a smaller error tolerance but may result in overfitting.  288 

The C parameter controls the penalty for cases outside the regression tolerance margin established 289 

based on the ε value. A high value of C results in cases outside the tolerance margin being heavily penalized, 290 

thereby reducing training bias but increasing prediction variance and potentially leading to overfitting. In 291 

contrast, low values of C may increase training bias (Zeng et al., 2019).  292 

2.6.5 Multi-layer perceptron (MLP) 293 

A Multilayer Perceptron is a fully connected, feedforward artificial neural network that uses layers of 294 

neurons (software nodes) to establish connections between inputs and outputs. It mimics the features of 295 

samples and predicts new tasks through training data. MLP is heavily reliant on multiple sets of parameters, 296 

such as the input layer, which passes the input vector to the network, the computation layer, and an output 297 

layer. These layers work in tandem to produce an output value (Farah et al., 2021).  298 

In our current study, MLP was employed with two activation functions: "tansig" for the hidden layer, 299 

and "linear” for the output layer. To train the network, several training cycles (also known as epochs) were 300 

conducted, whereby the neural network was trained on all the training data for each cycle. One hidden 301 
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layer was used with the number of neurons ranging from 1 to 15. A grid search was performed to determine 302 

the optimal number of neurons. Additionally, the number of epochs was increased incrementally by 5 until 303 

a total of 200 training epochs were achieved.  304 

2.7  Classification and prediction of adulteration by spectral angle mapper 305 

The Spectral Angle Mapper (SAM) algorithm, integrated within the ENVI IDL software, played a pivotal 306 

role in classifying and quantifying adulteration using HSI imaging data. In our approach, the preprocessed 307 

HSI images were subjected to SAM for identification of adulterant in saffron stigmas. SAM compares the 308 

spectra of an image directly to a known target spectrum, which is commonly referred to as the endmember 309 

(Lohumi et al., 2019).  310 

To create a spectral library, random regions of interest, each consisting of 10x10 pixels, were selected 311 

from various preprocessed images of pure saffron and saffron-style adulterant. Subsequently, the HSI 312 

images from the adulterated samples were fed into the SAM classifier. The algorithm calculated the spectral 313 

angle for each adulterant, and rule images were generated for each concentration. In the rule images, a 314 

small angle between two spectra indicated high similarity, resulting in darker regions. Conversely, pixels 315 

with high angles indicated low similarity and appeared with high intensity in the SAM rule image (Lohumi 316 

et al., 2019). 317 

The combined use of R©Colordistance and R©Countcolors packages was then employed to select 318 

regions of pure saffron and the adulterant (saffron-style) from the SAM rule image. The process entailed 319 

randomly selecting pixels from the mapping image and treating each pixel as a point in a three-dimensional 320 

space based on its Red (R), Green (G), and Blue (B) values. The pixels were then divided into two clusters, 321 

with red indicating saffron stigmas and blue representing the adulterant. The intensity of each cluster was 322 

counted by R©Countcolors (Pessanha et al., 2023). 323 

2.8 Assessment of model performance  324 

A robust classification model was selected based on the average highest correct classification 325 

percentage and minimized standard error of the test set. Similarly, the performance of regression models 326 

was assessed using different parameters such as the coefficient of determination of prediction (R2p), the 327 

root mean square of prediction (RMSEP), and the residual predictive deviation (RPD) (Shawky et al., 2020). 328 

Models with a higher R2 value (closer to 1) are reliable and accurate for prediction. Contrarily, the lower 329 

the RMSEP, the more reliable the model is. Residual Predictive Deviation (RPD), a ratio of the standard 330 

measured deviation of the reference data to RMSEP, was also determined to compare the models in the 331 

current study with those of other studies. A model with an RPD value of < 2.5 is considered poor and can 332 

only be appropriate for very rough screening; 2.5–3.0 illustrates a good predictive model, and values > 3.0 333 

indicate an excellent model for prediction (Florián-Huamán et al., 2022). Additionally, the slope and the 334 

intercept values of the fitted line between predicted and measured values were calculated to assess the 335 

proximity of the predicted values to the perfect fit line. The standard errors (SE) of all performance 336 

parameters for the cross-validation (R2cv, RMESCV, and RPDcv) were estimated using ten times repeated 337 

10-fold cross-validation. 338 
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2.9 Statistical Modelling Software 339 

Spectral preprocessing was performed using Unscrambler X, CAMO Software AS (version 10.4, Oslo, 340 

Norway). Classification and prediction models on raw and preprocessed data were constructed and 341 

executed in RStudio version 1.4.1106. Data partitions (10 times repeated for 10-fold cross-validation) were 342 

done with "createMultiFolds" in the "hsdar" package of RStudio (Lehnert et al., 2022). PLS-DA models were 343 

built via the "plsgenomics" package (Boulesteix et al., 2018), PLS via the package "pls" (Liland et al., 2022), 344 

PCA and PCR by the "stats" package (R Core Team, 2022) while SVM and MLP models were implemented 345 

via the packages "e1071" (Meyer et al., 2022) and "monmlp" (Cannon, 2022), respectively. R packages 346 

“countcolors”, “colordistance”, and “pixmap” were used for analysis of HSI SAM images based on their 347 

spatial information (Pessanha et al., 2023). 348 

One-way analysis of variance (ANOVA) was employed to ascertain whether there were any statistically 349 

significant differences in the RPD values based on the factors of preprocessing, regression tool, and variable 350 

reduction. Subsequently, post hoc analysis was conducted using the Tukey’s HSD procedure. Prior to 351 

performing ANOVA, the data was tested for normality using the Shapiro–Wilk test and homogeneity of 352 

variance using Levene’s test. Statistical significance was considered at p < 0.05. Tests for normality, 353 

homogeneity of variance, and ANOVA were also performed in R using the packages ‘stats’, ‘car’, and base 354 

R functions. 355 

3 Results and Discussion 356 

3.1 Visual spectral analysis 357 

Figure 2 depicts the average SNV preprocessed spectra of pure saffron, style (adulterant), and 358 
adulterated saffron. As Figure 2 indicates, visual examination of the spectral profile makes it difficult to 359 
discern genuine saffron from contaminated saffron or saffron styles. It is, therefore, critical to use 360 
chemometrics methods to extract relevant information from HSI spectral data. 361 
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Figure 2. Average SNV preprocessed hyperspectral-imaging spectra of pure saffron, style (adulterant) and 363 
90% adulterated saffron 364 
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3.2 Explorative data analysis - Principal Component Analysis (PCA) 365 

Although PCA cannot be used as a classification tool, it remains valuable for visualizing data patterns 366 

and clusters in reduced-dimensional spaces. PCA score plots were generated to unveil clusters of authentic 367 

saffron, adulterants, and adulterated saffron. The first two principal components, PC1 and PC2, accounted 368 

for 99% of the variation based on HSI raw spectra data. However, PCA could not sufficiently separate 369 

authentic saffron, style, and adulterated saffron from each other (Figure 3a). 370 

To improve separation, MSC and SNV transformations were applied to the raw spectral data to remove 371 

artifacts and scattering effects (Dharmawan et al., 2023), as portrayed in the PC plots in Figures 3b and 3c. 372 

The first two principal components (PC1 & PC2) explained 93% of the variance for MSC and SNV 373 

preprocessed HSI data. Both PC score plots revealed clear discrimination between authentic saffron and 374 

the other plant adulterants without overlaps along PC1. Additionally, safflower and Citrus aurantium were 375 

distinguishable from other contaminants and pure saffron by PC2. These distinctions are due to spectral 376 

reflectance differences attributed to different chemical compositions among the samples. Although the 377 

separation between pure and impure saffron is subtle, it remains discernible.  378 

Identifying the critical wavelengths that contribute to the variation in the data is essential. In this study, 379 

the effective wavelengths were identified using x-loadings results from PCA analysis. These wavelengths 380 

are concentrated in specific spectral regions such as 1120-1156 nm, 1200-1227 nm, 1375 nm, 1425 nm, 381 

and 1635 nm, corresponding to vibrations of C-H, C-C, and N-H bonds associated with various chemical 382 

compounds, including oils, carbohydrates, and proteins in the samples. Figure 3d illustrates this 383 

information, displaying the spectral regions that contributed to the separation of grouped samples. 384 
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Figure 3. Principal Component Analysis scores scatter plot for the first and second principal components 385 
(PCs). The PC scores display significant separation between saffron and other plant adulterants. (a) 386 
Unprocessed/raw spectra; (b) SNV pre-processed spectra (c) MSC pre-processed spectra; (d) PC x-loadings 387 
showing major wavelengths contributing to the separation of authentic saffron, adulterants and 388 
adulterated saffron on the PC plot. Groups on the PC plots: ● Pure Saffron; ● Adulterated saffron; ● 389 
Safflower; ● Style; ● Fiber; ● Citrus aurantium; ● Style + Konj  390 

According to Luo et al. (2021), agro-foods possess a complex chemical composition, leading to spectra 391 

characterized by numerous strong absorption bands originating from various constituents. Additionally, a 392 

significant number of overlapping absorption peaks exist, which presents a challenge in directly associating 393 

spectral features with individual chemical components. In the current study, specific spectral characteristics 394 

have been identified. The peaks within the wavelength ranges of 1120–1156 nm and 1200–1227 nm are 395 

attributed to the relative proportions of C-H bonds and the second overtone of C-H stretching. These 396 

features are primarily influenced by essential oils (Florián-Huamán et al., 2022). The peak at 1375 nm, 397 

associated with the second aromatic C-H combination band for CH3, could potentially be influenced by 398 

crocins and carotenoids in saffron stigmas. 399 

Typically, the spectral region around 1400 nm is related to the O-H first overtone of water. However, 400 

it's important to note that the moisture content of saffron is less than 12%. Therefore, the band at 1425 401 

nm can be attributed to compounds such as cellulose and organic acids. Finally, the peak at around 1635 402 

nm can be associated with the first overtones of C-H stretching and N-H bonds in flavones and proteins, as 403 

demonstrated in previous studies (Castro et al., 2021; Li et al., 2018). 404 

3.3 Discrimination of genuine saffron, plant adulterants and adulterated saffron  405 

Our study aimed to address the crucial challenge of detecting adulteration in saffron stigmas, which is 406 

vital for ensuring product integrity of this high-value spice. To achieve this objective, a rapid methodology 407 

that combines near-infrared (NIR) hyperspectral imaging and chemometrics was developed. The purpose 408 

was to discriminate between authentic saffron, plant adulterants (such as safflower, Citrus aurantium, 409 

saffron style, fiber, style, and konj mix), and saffron samples adulterated with saffron-style. Specifically, the 410 

efficacy of different preprocessing techniques and variable reduction methods to enhance the performance 411 

of the models were evaluated. The results of the investigation, including the optimized parameters and 412 

correct classification rates (%CC) for each model, are presented in Table 1. 413 



13 
 

Table 1. Average correct classification rates (%CC) for LDA, PLS-DA, MLP and SVM discriminant models for 414 
cross-validation and test sets 415 

Spectra 
Preprocessing 

 
Model 

Variable 
Reduction 

 
Details 

 
%CCcv 

 
%CCp 

Unprocessed LDA PCA PCs=3 98.2 95.7 
PLS-DA PLS LVs=8 98.7 100 

MLP none Iterations=200, nodes=6 97.7 100 

MLP PCA Iterations=125, PCs=3, nodes=10 99.2 100 

MLP PLS Iterations=100, nodes=9, LVs=8 99.5 100 

SVM none kernel=linear, epsilon=0.9, cost=10, SVs=30 96.7 95.7 

SVM PCA kernel=linear, epsilon=0.8, cost=1, PCs=12, SVs=47 99.0 100 

SVM PLS kernel=linear, epsilon 0.8, cost =10, LVs=8, SVs=39 98.9 100 

SNV LDA PCA PCs=4 98.0 100 
PLS-DA PLS LVs=5 98.3 100 

MLP none Iterations=50, nodes=9 99.3 100 

MLP PCA Iterations=125, nodes=6, PCs=6 100 100 

MLP PLS Iterations=100, nodes=7, LVs=8 100 100 

SVM none kernel=linear, epsilon=0.9, cost=0.05, SVs=30 100 100 

SVM PCA kernel=linear, epsilon=0.8, cost=1, PCs=6, SVs=33 100 100 

SVM PLS kernel=linear, epsilon 0.8, cost 1, LVs=8, SVs=38 100 100 

MSC LDA PCA PCs=4 98.0 100 
PLS-DA PLS LVs=5 98.4 100 

MLP none Iterations=50, nodes=10 99.5 100 

MLP PCA Iterations=75, nodes=8, PCs=6 100 100 

MLP PLS Iterations=100, nodes=7, LVs=8 100 100 

SVM none kernel=linear, epsilon=0.9, cost=0.05, SVs=29 100 100 

SVM PCA kernel=linear, epsilon =0.8, cost=1, PCs=6, SVs=33 100 100 

SVM PLS kernel=linear, epsilon 0.8, cost =1, LVs=8, SVs=38 100 100 

The values represent average rate of correct classification (%CC) ± SE (Standard Error) of prediction; SNV = Standard 416 
Normal Variate; MSC = Multiplicative Scatter Correction; PCA = Principal Component Analysis; LDA = Linear 417 
Discriminant Analysis; PLS-DA = Partial Least Squares-discriminant analysis; SVM = Support Vector Machines; MLP = 418 
Multilayer Perceptron; PCs = Principal Components; LVs = Latent Variables, SVs = Support Vectors; %CCcv = correct 419 
classification for cross-validation; %CCp = correct classification for the prediction/test set 420 

Based on the findings presented in Table 1, it is evident that all the tested models consistently achieved 421 

impressive classification accuracy rates, ranging from 95.7% to a perfect 100%. Various discriminant 422 

models, including LDA, PLS-DA, MLP, and SVM, consistently demonstrate strong performance under 423 

different preprocessing and variable reduction strategies. LDA consistently achieves %CCcv results of 98% 424 

and %CCp of 95.7% to 100%. PLS-DA attains a perfect %CCp of 100% even with unprocessed HSI spectra 425 

data. MLP excels with %CCcv and %CCp often reaching 100%, especially when appropriate preprocessing 426 

and variable reduction methods are applied. SVM, is particularly effective when combined with PCA or PLS 427 

for variable reduction, consistently achieves %CCcv and %CCp values of 100%. These results collectively 428 

highlight the robustness of these discriminant models across different data processing approaches. 429 

However, while achieving impressive classification accuracies, the data reveals occasional 430 

misclassifications, particularly in cases involving unprocessed spectra. Specifically, misclassifications on the 431 

test sets were observed with PCA-LDA and SVM-no-variable-reduction models using unprocessed spectra. 432 

In both cases, one instance of adulterated saffron was falsely classified as authentic saffron. Similarly, their 433 

equivalent cross-validation models misclassified adulterated saffron as pure saffron. The SVM model 434 



14 
 

erroneously classified 10 out of a total of 350 cases, while the PCA-LDA model, on the other hand, 435 

incorrectly classified 11 cases out of the same total of 350 cases. These misclassifications may arise from 436 

spectral similarities between authentic saffron and adulterated samples, highlighting the models' 437 

limitations in discerning these similarities (Mishra et al., 2018).  438 

It was also observed that the SVM-no-variable-cross-validation model, when applied to unprocessed 439 

spectra, misclassified one-third of style+konj cases (10 cases) as fiber. Such misclassifications may be 440 

partially attributed to challenges related to dimensionality reduction techniques. Linear methods used 441 

during dimension reduction may not accurately estimate the intrinsic dimensionality of the data, potentially 442 

leading to the removal of critical information necessary for precise classification. This limitation likely 443 

contributed to the observed misclassifications, particularly in cases involving unprocessed spectra (Luo et 444 

al., 2021). These findings accentuate the importance of working with preprocessed data when using SVM 445 

models in cases where variable reduction techniques are not employed.  446 

The cross-validated models on unprocessed data generally perform well, achieving %CCcv ranging 447 

from 96.7% to 99.5% and a %CCp range of 95.7% to 100%. However, the %CCp for the unprocessed spectra 448 

is slightly lower when compared to SNV and MSC preprocessed data, suggesting the potential presence of 449 

modelling noise in the unprocessed data. The application of SNV and MSC preprocessing techniques 450 

generally improved %CCp, resulting in more consistent model performance. All models using these 451 

preprocessing techniques achieved a classification accuracy of 100% on the external test set. SNV and MSC 452 

were effective in potentially eliminating random noise and light scattering effects from the HSI spectra 453 

signal, ultimately enhancing the performance of classification models. These results match those observed 454 

by Li et al. (2018c), who reported exceptional performance for SNV and MSC-NIR preprocessing when 455 

geographically classifying saffron using PLS-DA models.  456 

Variable reduction techniques, such as PCA and PLS, were employed to reduce the number of features 457 

in the HSI spectral data and enhance the performance of discriminant models. As observed from the results, 458 

these techniques yielded parsimonious models, as indicated by a low number of PCs/LVs, especially for the 459 

linear discriminant models. PCA, through the retention of optimal number of principal components (PCs), 460 

consistently leads to outstanding results, with %CCcv and %CCp often reaching 100%. Similarly, PLS 461 

demonstrates exceptional performance when reducing latent variables (LVs), mirroring the success of PCA 462 

with %CCcv and %CCp commonly reaching 100%. For instance, MLP models achieve better results %CCcv 463 

results with either PCA or PLS reduced data as compared to the full spectra. These results suggest that use 464 

of techniques such as PCA for variable reduction improves the performance of classification models such 465 

as MLP, as demonstrated by Minaei et al. (2017). These findings also corroborate the results obtained by 466 

Dharmawan et al. (2023), which showed the superiority of MLP models integrated by PCA for verifying the 467 

origin of Arabica coffee. It can also be observed that combining LDA and PCA as a variable reduction 468 

technique resulted in a 100% correct classification rate (CCp) for SNV (3 PCs), and MSC (4 PCs) preprocessed 469 

data, as shown in Table 1. Similarly, SVM, when combined with both PCA and PLS, achieved a 100% correct 470 

classification (CC) for all the three sets of spectral data (unprocessed, SNV, and MSC). The perfect 471 

classification results can be attributed to PCA and PLS's ability to enhance the signal-to-noise ratio, 472 

eliminate redundant information (noise) by selecting optimal components/latent variables, and 473 

subsequently improve the models' performance (Leardi, 2018). 474 

The current study’s findings demonstrate that all the models accurately classified the data, with most 475 

achieving a 100% correct classification rate (CC). This CC range aligns with the average rates reported in 476 
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previous successful authentication studies of spices such as saffron, black pepper, cinnamon, and nutmeg, 477 

which employed HSI and discriminant models like PLS-DA and SVM (Hashemi-Nasab & Parastar, 2022; Kiani 478 

et al., 2019; Lu et al., 2019; Orrillo et al., 2019). Our CC results are also comparable with those of Cruz-479 

Tirado et al. (2023), who reported accuracies of 96.7% for PLS-DA and SVM models in their study using NIR-480 

hyperspectral imaging for cinnamon authentication. Furthermore, our MLP–%CC results closely compare 481 

with those of Dharmawan et al. (2023), who reported %CC of 90–100% in authenticating Arabica coffee 482 

origins using PCA-MLP models based on visible and shortwave near infrared spectroscopy. This study 483 

demonstrates that multiple models and preprocessing methods can achieve high classification accuracy, 484 

consistent with the findings of Li et al. (2018).  485 

Furthermore, the SVM models demonstrated robustness and lower sensitivity to variable reduction 486 

methods compared to other models. They consistently achieved a perfect classification rate of 100% for 487 

both cross-validation and test data with preprocessed spectra, regardless of whether PCA or PLS was used 488 

for variable reduction. This resilience can be attributed to SVM's capability to leverage the linear kernel, 489 

allowing it to maintain simplicity and interpretability by operating directly in the original feature space while 490 

still effectively classifying data with a linear decision boundary. In accordance with the present results, 491 

previous studies by Luo et al. (2021) and Mishra et al. (2018) have demonstrated regression techniques, 492 

such as SVM, have the capacity to extract more critical information for classifying complex food matrices. 493 

It is also interesting to note that SVM models achieve high classification accuracy even with the simple 494 

linear kernel in our study. These SVM models were able to maintain excellent performance even with a 495 

relatively small cost parameter, which controls the trade-off between maximizing and minimizing 496 

classification errors (Zeng et al., 2019). 497 

Overall, the results suggest that using appropriate preprocessing techniques and variable reduction 498 

methods can enhance the performance of discriminant models. Additionally, some models, such as MLP 499 

and SVM, perform exceptionally well when the right combination of techniques is applied, achieving perfect 500 

classification rates. However, it is worth noting that all models achieved high classification rates, suggesting 501 

that using NIR-hyperspectral imaging with chemometrics is a promising method for the rapid 502 

authentication and detection of adulteration in saffron stigmas. 503 

3.4 Prediction of adulteration levels in saffron stigmas with style based on HSI 504 

The untapped potential of hyperspectral imaging, extending its application beyond mere classification, 505 

was also explored in the current study. Specifically, the focus was on harnessing its capabilities to accurately 506 

quantify the extent of adulteration in saffron stigmas from contamination by saffron-style (20-90%). 507 

Regression models including PCR, PLSR, SVM-R, and MLP-R, were employed to achieve this goal. The 508 

efficacy of regression models was evaluated by examining the impact of spectral preprocessing and variable 509 

reduction, as shown in Table 2. Most models demonstrated excellent prediction abilities with high R2p (0.90 510 

to 0.97), robust RPD values (3.0–5.4), and low RMSEP (4.26% to 7.26%). Only one model had an RPD value 511 

of 2.3, which was an exception. 512 

The impact of spectral preprocessing on models designed specifically for predicting saffron 513 

adulteration with Crocus sativus style was investigated. Three variants were investigated: the use of 514 

Standard Normal Variate (SNV) preprocessing, Multiplicative Scatter Correction (MSC) preprocessing, and 515 

the utilization of unprocessed spectra. Contrary to the findings of previous studies by Feng & Sun (2013), 516 

Florián-Huamán et al. (2022) and Orrillo et al. (2019), which suggested that preprocessing techniques, 517 
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particularly SNV, enhanced model performance by addressing scatter effects in hyperspectral imaging (HSI) 518 

spectra, our findings revealed that these techniques did not consistently outperform the use of 519 

unprocessed data (p = 0.684 and F-value = 0.387). However, the MLP model without variable reduction was 520 

the best-performing model in the 'unprocessed' category, with an RPD value of 3.38 and an RMSEP of 521 

6.81%. 522 

In addition to exploring spectral processing techniques, this study aimed to investigate various 523 

regression tools for predicting saffron adulteration, including linear models such as Partial Least Squares 524 

(PLS) and Principal Component Regression (PCR), as well as Support Vector Machine (SVM) and Multi-Layer 525 

Perceptron (MLP) models. Based on our findings, the choice of regression tool had an insignificant impact 526 

on model performance (p = 0.622 and F-value = 0.486). Notably, the MLP model that employed SNV 527 

preprocessing and PLS for dimension reduction achieved the best results. The optimized MLP model (R2p = 528 

0.97, RPD = 5.40) utilized 15 PLS latent variables (LVs) as input and featured a hidden layer with 3 nodes, 529 

resulting in minimal RMSEP of 4.26%. The exceptional predictive capabilities of the MLP model can be 530 

attributed to its versatility in handling both linear and non-linear data relationships. Its adaptive nature 531 

allowed it to effectively address the complexity of saffron adulteration detection. Furthermore, the MLP's 532 

architecture, specifically, one hidden layer with 3 neurons (Figure 4), was selected through a thorough 533 

evaluation process, ultimately yielding the highest level of predictive accuracy (without overfitting) among 534 

the models tested. These findings closely relate to those of Basile et al. (2022), who reported better results 535 

in the prediction of grape texture using NIR combined with PLS and ANN. Conversely, the poorest-536 

performing model was also an MLP model, but it utilized SNV preprocessing and unprocessed spectral data. 537 

This poor performance can be attributed to the model's inability to fully extract meaningful information or 538 

remove noise from the full spectral data. These findings agree with those of Dharmawan et al. (2023), who 539 

emphasized the importance of compressing a large amount of spectral data into a smaller number of 540 

variables before feeding it into an ANN model. Overall, our findings indicate that both linear and non-linear 541 

methods can effectively be used to detect the levels of style as an adulterant in saffron stigmas.  542 
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 543 

Figure 4. RMSECV of the percentage style adulteration in saffron samples of the regression model with SNV 544 

preprocessed data, PLS dimension reduction and MLP regression, shown in function of number of nodes in 545 

the neural network and number of LVs in the PLS dimension reduction. 546 

Regression models that utilize the entire spectrum may unintentionally include redundant 547 

information, such as noise, collinearity, and overfitting, which can diminish their predictive capacity (Orrillo 548 

et al., 2019). To enhance predictive capabilities, it is crucial to incorporate variable reduction techniques 549 

such as Principal Component Analysis (PCA) and Partial Least Squares (PLS), which effectively eliminate 550 

redundant information from spectral data. Our findings demonstrate a significant enhancement in model 551 

performance through variable reduction (p = 1.86×10-4, F-value = 13.29). Specifically, PLS outperforms PCA 552 

(p = 1.21×10-3) and the “no variable reduction” approach (4.60×10-4). PLS proves to be significantly superior 553 

in reducing spectral variables while extracting critical information for subsequent use by regression tools 554 

as compared to PCA. There was no significant difference (p = 0.677) in performance for models using PCA-555 

reduced variable and full-length spectra variables. While PCA is instrumental for reduction dimensionality, 556 

it might fail to capture vital information correlated with the variable being predicted (Dharmawan et al., 557 

2023).  558 

As indicated by our study findings in Table 2, the top seven best-performing models were constructed 559 

using compressed variables from PLS. The R2p and RMSEP for these models ranged from 0.94 to 0.97 and 560 



18 
 

4.26% to 5.57%, respectively, while their RPD values were > 4. On the contrary, the least-performing model, 561 

with an RPD value of 2.3, was built using full HSI spectra. Our findings corroborate the results by Basile et 562 

al. (2022) that emphasize on the significance of reducing the number of predictors through the PLS 563 

technique for development of more precise models and improved performance.  564 

Valuable insights on the effectiveness of variable reduction techniques in enhancing the accuracy and 565 

reliability of models used to detect adulteration in saffron stigmas have been demonstrated in this study. 566 

Surprisingly, it was found that neither spectral preprocessing nor regression tools influenced the model’s 567 

performance. Overall, all models except one performed exceptionally well, with PLS-based models 568 

achieving higher RPD values (> 4). These findings demonstrate that HSI is a promising approach for 569 

detecting and predicting saffron stigma adulteration with style. Our research emphasizes the importance 570 

of employing variable reduction techniques, such as PLS, to enhance the development of reliable models 571 

for detecting adulteration in saffron stigma. 572 

3.5 Classification and prediction of adulteration based on spectral angle mapper (SAM) and image 573 

analysis 574 

As depicted in Figure 5, the SAM algorithm demonstrates remarkable potential in distinguishing 575 

between genuine saffron stigmas and saffron adulterated with style by utilizing spatial information. It's 576 

noteworthy that the pixel color intensity within the images increases with higher concentrations of the 577 

adulterant, as expected. Our findings are consistent with those of Lohumi et al. (2019) who reported 578 

effective visualization of adulterants in wheat flour using Raman hyperspectral imaging and SAM 579 

classification. However, it's essential to acknowledge that no classification algorithm is entirely error-free. 580 

In one instance, an authentic saffron sample was misclassified as adulterated, highlighting a limitation of 581 

the SAM classifier. This suggests that similarities in certain spectral regions between saffron and the 582 

adulterant may result in a reduced spectral angle, leading to misclassifications. 583 

 584 
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Figure 5. Resultant images for identification of saffron-style (adulterant) pixels based on spectral similarity 585 
analyses. Regions with red color intensity represent pixels of saffron stigmas, while the bluish regions 586 
indicate pixels of the adulterant (saffron-style). 587 

Further examination of the pixel intensity from the SAM rule images was conducted to predict the 588 

levels of adulteration in saffron stigmas, as shown in Figure 5. The findings indicate that, on average, the 589 

predicted values tend to be lower compared to the measured values, except in the case of false positives. 590 

For example, a measured adulteration level of 20% was predicted as 14.5%, while an actual adulteration 591 

level of 30% was predicted as 21.5%. This discrepancy may be attributed to the potential challenges in 592 

capturing pixel information from saffron-style strands that might be concealed by saffron stigmas within 593 

the mixture. Our findings slightly deviate from those of Cheng et al. (2018), who reported superior 594 

performance of PLSR-SAM models in characterizing the degree of myofibrils' cold structural deformation 595 

in frozen pork samples using hyperspectral imaging. Therefore, it is imperative for future research 596 

endeavors to enhance SAM's performance by incorporating it with other conventional regression 597 

algorithms for the precise quantification of adulterants within saffron. 598 

While the SAM method may not be well-suited for precise quantification, it exhibits potential for 599 

binary (yes/no) analysis in detecting adulteration. One advantage of this method is its independence from 600 

information derived from mixed adulterated samples, which reduces the labor-intensive process of 601 

constructing a model using a wide range of adulterated saffron samples. Instead, the development of a 602 

SAM model requires two sets of samples: (i) authentic saffron samples and (ii) potential adulterants. 603 

However, given the simplicity of the SAM classifier, further research is necessary to explore its applicability 604 

in authenticating saffron with other common adulterants, as well as its potential for analyzing other 605 

premium food spices. Investigating the SAM method in a broader context will contribute to an enhanced 606 

understanding of its capabilities and limitations in the realm of effective food authentication. 607 

4 Conclusion 608 

This study demonstrates the effectiveness of NIR-hyperspectral imaging in tandem with chemometrics 609 

for detecting adulteration in saffron stigmas. The high accuracy rates achieved in all models tested, with 610 

the majority achieving a perfect classification rate of 100%, provide compelling evidence for the potential 611 

of hyperspectral imaging as a rapid method for the authentication and detection of adulteration in saffron. 612 

Moreover, the study suggests that the choice of variable reduction and preprocessing techniques 613 

potentially affect classification accuracy at the studied adulteration levels in the saffron sample matrix. The 614 

study also highlights the resilience and lower sensitivity of SVM models to variable reduction methods, 615 

making them a reliable option in such cases. 616 

Additionally, the potential of hyperspectral imaging for predicting the degree of saffron stigma 617 

adulteration with style was explored. The results suggest that PLS is the most effective tool for variable 618 

reduction. The MLP model coupled with SNV preprocessing and PLS for variable reduction was identified 619 

as the best-performing model for predicting adulteration in saffron. Future research with larger sample 620 

sizes is needed to validate the findings. Overall, this study provides a foundation for further research to 621 

develop hyperspectral imaging-based methods for the authentication and detection of adulteration in 622 

saffron and other high-value spices. 623 

 624 
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Table 2. Model Parameters for Predicting the Concentration of Saffron-Style in Adulterated Saffron Using NIR-HSI: PLS, PCR, SVM, and MLP Regression Models for 

cross-validation and test sets 

Preprocessing Regression 
tool 

Variable 
Reduction 

Details R2cv R2p RMSECV RMSEP  RPDcv RPDp 

Unprocessed  
 

Linear PCA PCs=35 0.93 0.94 8.90 5.72 3.73 4.02 
Linear PLS LVs=14 0.93 0.96 8.71 5.39 3.82 4.27 
MLP  none Iterations=200, nodes=2 0.84 0.92 13.50 6.81 2.49 3.38 
MLP  PCA Iterations=10, nodes=4, PCs=18 0.92 0.90 9.53 7.76 3.49 2.97 

 MLP PLS Iterations=300, nodes=2, LVs=11 0.96 0.92 6.56 6.95 5.09 3.31 
 SVM  none kernel=linear, epsilon=0.1, cost=50, SVs=35 0.93 0.91 8.56 7.12 3.89 3.23 
 SVM PCA kernel=linear, epsilon=0.1, cost=0.1, PCs=28, SVs=33 0.92 0.91 9.12 7.03 3.65 3.27 
 SVM PLS kernel=linear, epsilon=0.05, cost=1, LVs=16, SVs=23 0.93 0.96 8.52 5.03 3.90 4.58 
SNV 
 

Linear PCA PCs=23 0.93 0.93 8.76 7.26 3.80 3.17 
Linear PLS LVs=16 0.94 0.96 7.90 4.71 4.23 4.89 
MLP none Iterations=100, nodes=3 0.85 0.89 13.10 10.02 2.62 2.30 
MLP PCA Iterations=10, nodes=6, PCs=24 0.93 0.93 8.50 6.06 3.92 3.79 

 MLP PLS Iterations=200, nodes=3, LVs=15 0.95 0.97 7.15 4.26 4.71 5.40 
 SVM  none kernel=linear, epsilon=0.05, cost=0.5, SVs=38 0.93 0.94 8.80 6.27 3.78 3.67 
 SVM  PCA kernel=linear, epsilon=0.1, cost=0.1, PCs=23; SVs=34 0.93 0.94 8.84 7.07 3.76 3.27 
 SVM PLS kernel=linear, epsilon=0.03, cost=10, LVs=16, SVs=25 0.94 0.97 7.89 4.57 4.24 5.03 
MSC Linear PCA PCs=23 0.93 0.93 8.76 7.26 3.80 3.17 
 Linear PLS LVs=17 0.94 0.95 7.92 5.27 4.21 4.37 

MLP none Iterations=100, nodes=11 0.87 0.95 12.10 7.02 2.76 3.28 
MLP PCA Iterations=5, nodes=10, PCs=23 0.94 0.95 8.10 5.79 4.10 3.97 

 MLP PLS Iterations=300, nodes=3, LVs=15 0.95 0.94 7.29 5.85 4.59 3.93 
 SVM  none kernel=linear, epsilon=0.1, cost=0.5, SVs=31 0.93 0.93 8.71 6.84 3.82 3.37 
 SVM PCA kernel=linear, epsilon=0.1, cost=0.1, PCs=22, SVs=35 0.93 0.95 8.60 7.04 3.87 3.27 
 SVM PLS kernel=linear, epsilon=0.03, cost=10, LVs=16, SVs=26 0.94 0.94 7.96 5.57 4.19 4.13 

SNV = Standard Normal Variate; MSC = Multiplicative Scatter Correction; PLS = Partial Least Squares regression; PCR = Principal Component Regression; SVM = 

Support Vector Machine; MLP = Multilayer Perceptron; PCs = Principal Components (PCs); LVs = Latent Variables; SVs = Support Vectors; R2cv = coefficient of 

determination for cross-validation; R2p = coefficient of determination for the test set; RMSECV = root mean square error of cross-validation; RMSEP = root mean 

square of prediction; RPDcv = residual predictive deviation for cross-validation; RPDp = residual predictive deviation for prediction set
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