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Abstract—With the advancement of communication technolo-
gies, network densification, the number of connected devices,
and high-demand throughput applications are increasing as well.
As such communication networks are becoming power-hungry
increasing the need for new power resources to support them.
To reduce the impact on the environment such power-hungry
networks either should be powered by renewable power resources
or should be able to harvest the energy locally, or reduce
the energy consumption by improving communication design.
Access points (AP) are one of the network elements that are
highly distributed and where energy consumption can be reduced
with better design and communication models. In this paper,
we propose a new method that utilizes unused time periods
in active communication to allow an AP to go on idle mode
without exceeding the traffic latency bounds or affecting the
packet loss ratio. To simulate the scenarios, we used ns-3 system-
level simulator. The presented results demonstrate the possibility
of energy savings that is proportional to the AP standby time,
and in some cases, it can go up to 90% compared to the energy
consumption of normal operation. In addition, the energy savings
are calculated for some commercial APs to see how much energy
can be saved by utilizing the proposed method.

Index Terms—access points, energy saving, wifi, time-sensitive
networking

I. INTRODUCTION

Increased energy consumption is one of the main concerns
of our era, that is being addressed either by increasing renew-
able energy sources or reducing the energy consumption of
appliances by design. As such the impact of energy consump-
tion on the environment will be limited. As one of the fastest
growing sectors, Information and Communication Technology
(ICT) is also one of the most power-hungry. It is estimated that
by 2030 the ICT sector will account for 21% of the world’s
energy consumption in the best case and up to 51% in the
worst-case scenario [1]. Part of this consumption will be used
to run big data centers and internet infrastructure, and part of
it for supporting communication access networks.

Communication networks have ever-increased in the ser-
vices they provide and the number of end nodes that are
connected to the network. In the annual report of Cisco [2], it
is predicted that there will be 3.6 wireless devices per capita by
2023 in the world. This in return poses a need for densification
of the access network by installing a higher number of APs,
increasing further energy consumption. According to [3], more
than 80% of all wireless traffic is created or terminated
indoors, where Wi-Fi is primarily used. As such, wireless
networks are becoming more and more common for different

use cases, thanks to the recent developments in IoT, cellular
networks (5G/6G/xG), and Wi-Fi [4, 5].

Until now the focus was given to decreasing the energy
consumption of wireless end devices. To this end, different
methods are proposed, e.g. by setting end nodes on idle or
deep sleep mode like power saving mode in WiFi or cellular
networks [6], uplink-triggered downlink like in LoRaWAN
networks [7], etc. Contrary, the access network is required to
be operational all the time. According to the IEEE 802.11
standard, APs must not enter sleep mode, even when the
load is low or non-existent. This leads to energy waste on
weekends, holidays, and after working hours [8].

The main contribution of this paper is the newly proposed
method to reduce the energy consumption of APs. In many
cases, the AP is not busy transmitting or receiving data traffic,
rather being busy only with beacon traffic and other control
traffic. In this work, we exploit the unused air time by the
AP, by combining it in longer time periods where the Wi-
Fi module of the AP can go to standby mode. As a result,
APs consume less energy than in a fully operational state.
To achieve this, the end devices should be informed about
the times when the access point is not accessible. Clock syn-
chronization and avoiding possible packet loss in uplink due
to AP inactivity can be handled by time-sensitive networking
(TSN) synchronization and scheduling mechanism. The IEEE
802 TSN task group [9] created a set of standards called
TSN to facilitate deterministic communication over Ethernet
networks. With the developments of the TSN concept for
wireless networks, W-TSN [10] such features are available
for Wi-Fi as well.

The rest of the paper is organized as follows. Section II
reviews the related works in the literature. The proposed
model is explained in Section III together with the energy
consumption model. Section IV gives the performance analysis
in terms of impact on communication latency, number of
aggregated packets, and overall energy consumption reduction.
Section V concludes the paper.

II. RELATED WORK

According to [11], we can divide energy saving approaches
into 5 categories: i) improving the energy efficiency of hard-
ware components, ii) turning off components selectively, iii)
energy efficiency of radio transmission process optimization,
iv) heterogeneous cells, and v) adopting renewable energy
sources. Since this paper focuses on reducing the energy



consumption of APs through better communication design,
this section will focus on works related to the second and
third categories. Works related to both Wi-Fi networks and
cellular networks are considered.

In [8] Silva et al. focus on turning off the radio automati-
cally when no device is associated with the APs. They provide
a learning system that utilizes network data to accumulate
knowledge over time. In order to determine whether an AP
shuts off its radio or not, they use the data gathered from
the network. Ghosh et al. in [12] provides a technique to
reduce the energy consumption of an LTE network by setting
selected base stations in sleep mode. To give service to the
clients of slept BSs, modifications on other BSs are done such
as antenna tilting angle, height, and transmit power increase.
Similarly, in order to conserve energy in a cellular network,
Samdanis et al. [13] suggested a self-organized network (SON)
that turns off certain BSs. The amount of load, which depends
on the number of clients connected and the radio resources,
determines this choice. The main goal of work in [13] is to
turn off as many BSs as possible during non-peak times.

Kholaif et al. [14] presented a method of a power saving
AP without violating quality-of-service (QoS) requirements.
The proposed work uses a network allocation map (NAM) to
share the superframe, e.g. beacon interval, of an AP with the
clients. NAMs are sent with periodic beacons and thus traffic
is coordinated among nodes. When real-time traffic is present
the AP schedules its sleeping pattern according to clients’ QoS
requirements. In [15], Ogawa proposed a cross-layer queuing
control method for saving power. The main focus of work
in [15] is to keep the MAC queue empty since AP can not
switch to sleep mode unless the MAC queue is empty. Layer
3 dequeuing mechanism is exploited to achieve power saving.

Contrary to works in [8, 13, 12] in this paper we propose to
send APs in standby mode, on a time basis, based on unused
air time by the APs. On the other hand, commercial solutions
[16, 17]focus on power saving mechanisms for off-peak hours,
leaving out the energy saving mechanism during the opera-
tional time which is considered in this paper. Furthermore, we
utilize the WiFi features of packet aggregation, to increase the
time frame when the APs can be set to standby mode.

III. COMMUNICATION AIR-TIME UTILIZATION METHOD

In this section, the utilization communication air-time
(UCAT) method to decrease the energy consumption of APs
is described in detail.

A. Methodology

Even when there are no or few clients and communication
with/from AP is scarce an AP must be operational by trans-
mitting beacons and other control traffic, while the rest of the
time will be in the receiving mode. Moreover, the channel
access mechanism in WiFi is based on the Carrier Sense Mul-
tiple Access with Collision Avoidance CSMA/CA mechanism,
which relies on randomness resulting in small chunks of air
time in between packets that are not used by devices. While
AP is operational all the time, these small chunks of unused

air-time result in unnecessary energy consumption by AP. By
utilizing these small unused air times, an AP can decrease its
energy consumption. Our approach seeks to combine unused
air times to form longer time periods over a cycle during which
AP can be set on standby mode, without going increasing the
communication latency beyond certain levels. The cycle time
over which an AP can go to standby mode can be smaller
than the beacon interval, such as 32 or 64 milliseconds, with
standby percentages of 25% of the cycle. As such, the amount
of energy saving is highly dependent on the unused air time
percentage during one cycle.

Air time usage percentage depends on the network load,
which is proportional to the amount of traffic sent by each
node and the number of nodes attached to AP. We used
ns-3 simulations to determine air time usage percentage for
different numbers of nodes connected to a single AP, as shown
in Figure 1. Each client transmits 512 bytes long packets, with
an application layer data rate of 4 Mbps. As the number of
clients grows, air-time usage increases also, however, even in
the worst-case scenario, air-time usage does not pass 80%.
When the network load increases, each node has to wait
longer before it accesses the channel. This relates to the
contention window (CW) size based on which the waiting
time is randomized. For each unsuccessful re-transmission, the
size of the CW limit is doubled, moving to the next level of
CW, starting from a minimum of 15 to a maximum of 1023.
In more than 95% of cases, the contention window drawn is
from the first level when the network load is low. On the other
hand, when the network load is highest, the CW is drawn from
the first level only in ~70% of cases, ~20% from the second
level, and the rest from other levels. The relation between the
CW, network load, and air-time usage is shown in Figure 1.
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Fig. 1: An example of air-time and contention window chart

By shrinking the traffic in smaller transmission periods the
contention might increase. To overcome this, packet aggre-
gation can help in decreasing the number of channel access
needed for the same amount of data transmitted. Moreover,
when the traffic is buffered during the standby mode of the



AP, packet aggregation is even more beneficial, achieving thus
the same amount of contention compared to the case when the
AP does not go to standby mode.

W-TSN provides time synchronization and a scheduled
access mechanism for wireless clients [10]. Without W-TSN,
clients can transmit data in uplink during times when the
AP is on standby mode. Therefore, notifying clients about
standby state times and forcing them to stop sending during
these periods wouldn’t be possible. To simulate this we used
ns-3 simulator to take advantage of synchronized time. By
preventing all nodes from accessing the channel for a period
of time during the cycle, sufficient time is created for the Wi-
Fi module to go into standby mode. As a result, all nodes are
able to use the medium only for a fraction of a communication
cycle. Figure 2b depicts the outcome of the example scenario
with cycles of 32ms. As it is seen, there is no transmission
during the last quarter of each cycle compared to the default
Wi-Fi version in figure 2a. These reserved times are used to
switch to standby mode, hence reducing energy consumption.

B. Energy Consumption Model

Total energy consumption is the combination of energy
usage in different states as shown in equation 1 [11]:

TotalEnergy = Pyctive + Pidie (D

Let ¢ be the possible standby time percentage, X be the energy
used by AP in an active state, and r be the reduction of energy
consumption during the standby state, then:

TotalEnergy = (1 — )« X +ix X * (1 —r) )

The energy saving percentage can be calculated as the ratio
of the total energy when using UCAT-AP to the total energy
when using conventional AP, as given in equation 3:

o= (1=(((1=0)+i.(1=7)))%100;0 < r < 1;0 < i < 1; (3)

Equation 3 shows that the energy saving percentage « is
dependent on the standby energy consumption percentage of
the Wi-Fi module r and standby time percentage .

IV. SIMULATION PARAMETERS AND RESULTS

In this section, detailed information about simulations is
given. Following that, the proposed method’s results are com-
pared to the default Wi-Fi. Potential energy saving results and
the effect of the proposed method on commercial devices are
discussed.

A. Simulation Parameters

The simulations have been run using ns-3 v3.36.1 on Ubuntu
22.04 Linux distribution operating system. All parameters of
the simulations are stated in Table I.

All of the clients are distributed randomly within a 12x12
meter area, with an AP in the center of the area. This
configuration allows all the clients to hear each other. Thus,
the hidden terminal problem that occurs in wireless networks
is avoided. As a result, RTS/CTS mechanism is not needed
before transmission. After 2 seconds, all nodes launch their

TABLE I: Simulation Parameters

Value
12x12 meters
Center (6,0)

64 Mbps
512-1024-2048 kbps
512-1024 bytes
3-7-10

Name
Area of simulation
AP location
PHY data rate
Mean application data rate
Mean packet size
Number of clients

CBR application, with small intervals, to send packets to
the AP with the given parameters. To generate randomness
among clients, normal distribution function, from ns-3, is used
to determine packet size and data rate. Mean values of the
distribution are given in the table I. Bound values are selected
as 256 and variances are 1024 and 2048 for data rate and
packet size respectively. At the start of each cycle, nodes select
a random packet size and data rate value for that cycle. We
did scenarios with 3, 7, and 10 clients, respectively.

B. Results

The results presented are for a single-hop wireless network
model. We run different network simulations with various
network loads, including very low network load (less than
20% air time usage), low network load (between 20% and
40% air time usage), and medium network load (between 40%
and 60% air time usage). The remaining conditions are high
network load and very high network load. Both have more than
60% air time, which is beyond the scope of this paper because
there is too much contention and it is difficult to create enough
time frame where we can put the Wi-Fi module of the AP to
standby mode. When the UCAT method is used to decrease
energy consumption in our simulations, AP is set on standby
mode for 25% of the communication cycle.

Figure 3 shows the delay comparison between default Wi-Fi
operation and the UCAT method for two different communica-
tion cycles, 32ms and 64ms, respectively. The results in Figure
3 are presented with their respective confidence intervals. The
bottom and the top bounds of the colored rectangles show the
5 percentile and 95 percentile respectively. The orange line
inside the rectangles indicates the mean value of the given
result. The extreme black lines represent the maximum and
minimum delay values. It can be stated that the confidence
intervals do not depend on the simulation time, but on the
achieved measured latency. In the case of the very-low load
scenario, we used 5 clients, each of them transmitting packets
with an average size of 512 bytes and an average application
data rate of 512 kbps over one cycle. With standard Wi-Fi,
the average delay was 0.2 ms, while the average delay using
the UCAT method was 1.9 ms and 2.9 ms for 32 ms and
64 ms communication cycles, respectively. For the low-load
scenario, we used 7 clients, each of them sending 512-byte
packets on average, with an average application data rate of
1 Mbps. The average delay of the default Wi-Fi was 0.2 ms.
With the UCAT method, the average delay of 1.6 ms for a 32
ms communication cycle and 2.7 ms for a 64 ms cycle scenario
was achieved. A medium-load network scenario was emulated
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Fig. 2: An example of air time usage

with 10 clients, each sending packets of 1 KB size and 2 Mbps
application data rate on average. In default Wi-Fi, packets are
sent with an average delay of 0.5 ms. The average delay with
the proposed method was 4 ms and 7 ms for 32 ms and 64 ms
communication cycle, respectively. The packet loss ratio was
0% in all cases. The communication delay is higher when
UCAT is used, nevertheless, it can be controlled by setting
a smaller communication cycle during which the AP is set in
standby mode. It is seen that even in the medium network load
the communication delay is proportional to energy saving time,
and in any case does not exceed the standby mode time period
(e.g. 25% of the cycle time, 8 ms and 16 ms, respectively).
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Fig. 3: Delay comparison graph

Figure 4 depicts the number of total transmissions in all
scenarios with the number of aggregated packets. Figure 4a,
4b, and 4c give the total number of packets for very-low
network load, low network load, and medium network load.
It is seen that when no energy saving mechanism is applied
(default WiFi), all packets are sent as single packets and there
is no aggregation possibility, no matter the network load. When
the UCAT method is applied, since AP will be in standby
mode for a certain time, there will be some packets in the

queues of the client nodes that can be aggregated. As such it
is seen that for very-low network load, there are aggregations
of up to 4 packets for a communication cycle of 64 ms. For
low-medium network load the number of aggregated packets
increases, with some aggregated packets having up to 6 packets
for 64 ms communication cycle and up to 4 packets for 32
ms communication cycle. With increasing network load to
medium (Figure 4c) there will be even aggregated packets
with more than 10 packets for a 64 ms communication cycle
scenario. It is seen that the air-time utilization method for
power saving in AP will increase the opportunity for packet
aggregation, which in return will decrease the contention in
the channel. The higher number of packets aggregated will
mean lower channel access events in the network, boosting up
the network throughput.

Figure 5 represents potential energy savings. According
to the equation 3, energy savings are directly proportional
to energy reduction in standby mode and idle time. When
circumstances permit, it is possible to save up to 90% on
energy consumption.

To see the effects of the proposed method in commercial
devices, we gathered data sheets of commercial Wi-Fi modules
to create Table II. It shows Tx, Rx, standby time energy con-
sumption, and the energy reduction in the standby mode of Wi-
Fi modules. In the case of WPEQ-405AX Wi-Fi module, we
determined an average value for standby energy consumption
as it is not stated in its datasheet. The standby energy reduction
percentage is calculated according to the case where the APs
are in Rx mode. As a result, those values are the minimum
energy reduction value for given Wi-Fi modules. All the Wi-Fi
modules except WPEQ-405AX are low-power Wi-Fi modules.
Thus they use less energy compared to newer ones which are
designed for the latest technology such as 802.11ax.

Figure 6 represents potential energy saving in commercial
devices with a 10% standby time increment. As the energy
saving depends on the energy reduction and standby percent-
age, results vary in a range from ~5% to ~90%. Most of
the given devices have more than 70% energy reduction in
standby mode. This leads to, with a 0.5 fraction of time to
switch standby mode, from 30% to 50% power saving can be
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achieved.

V. CONCLUSION & FUTURE WORK

In this paper, we proposed a new approach to reducing
APs’ energy usage. Our key objective is to save energy
while maintaining AP functionality and staying under the
latency bound. To save energy, the UCAT takes advantage
of unused airtime to switch Wi-Fi module to standby mode.

Thus, continued connectivity is enabled while APs conserve
energy. To determine the impact of the standby time frame
duration, we evaluated the suggested method with two distinct
communication cycles, i.e. 32 ms and 64 ms, with AP being on
standby mode 25% of the time. The results indicate that when
compared to 64 ms cycle tests, 32 ms cycle tests perform better
in terms of average latency. At last, potential energy savings
are calculated. According to such calculations, an AP’s energy
savings can reach up to 90% in very-low load networks while
standby state energy savings for APs are about 90%.

In future work, to extend the proposed method, a cross-layer
approach can be created using latency requirements informa-
tion taken from the application layer. With the information
gathered, APs can calculate their schedule and notify nodes
about their standby period. Additionally, Proof of Concept
(PoC) is always a good choice to see the real-time effects
of the proposed work. Results gathered from PoC can be
compared to the values found in this work.
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