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Abstract
It is often useful to cluster hoc distributed microphones accord-
ing to the dominant source each captures. For example, in a
recently proposed source separation approach, inter- and intra-
cluster information is aggregated to enhance the dominant source
at each cluster. To generate the features for this blind cluster-
ing, spectro-temporal characteristics of the signals are usually
exploited to be clustered by the fuzzy C-means algorithm. A re-
cent alternative uses the spatial relations between microphones,
encoded by pairwise broadband coherence. Non-negative ma-
trix factorisation of the positive, semi-definite coherence matrix
thus obtained directly yields the cluster assignments. Here, we
compare these two types of approaches in terms of the resultant
cluster quality. However, coherence-based approaches require
the transfer of each microphone signal to a central processing
node for feature computation - in contrast to the feature-based
approaches, which only require transmission of time-aggregated
feature vectors. To counter this large bandwidth requirement of
the coherence-based approach, we examine its performance un-
der lossy encoding from a standard codec (BLE LC3plus). Re-
sults show that, contrary to intuition, the coherence-based ap-
proach remains robust to such non-linear encoding - making this
a viable option for bandwidth-limited (wireless) acoustic sensor
networks.

1 Introduction
Combining the information present in (wireless) acoustic sen-
sor networks (WASNs), shows great potential to improve tasks
such as speaker separation, diarization, and automatic speech
recognition[1]. The advantage of utilising these WASNs over
compact microphone arrays lies in their ability to provide addi-
tional spatial diversity. However, in the case the WASNs are con-
structed by ad hoc distributed microphones, their positions are
not known a priori. By clustering microphones dominated by the
same source, greater clarity can be achieved regarding the relative
microphone positions, facilitating subsequent processing stages.

The clustering approaches discussed in [2] and [3] leverage
room characteristics, utilising either diffuse noise characteristics
or room impulse response (RIR) estimation. In contrast, alter-
native methods focus on extracting features for clustering. For
instance, [4] introduced Modulation Mel Frequency Cepstral Co-
efficients (Mod-MFCC) as features. On the other hand, [5–7],
and [8] propose the use of Deep Neural Networks (DNNs) to ex-
tract features, employing either an auto-encoder or a pre-trained
speaker verification network.

Another approach exploits spatial features, specifically the
magnitude squared coherence (MSC) computed between micro-
phones [9]. These coherence values are then arranged in a coher-
ence matrix, which is subsequently used to perform clustering via
non-negative matrix factorisation (NMF) [10].

A comparison of the different techniques is currently miss-
ing. This paper aims to address this gap by comparing feature-
based methods such as Mod-MFCCs and speaker embeddings
with coherence-based clustering. However, in its current form,
the coherence-based method requires far more bandwidth, which
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is usually restricted in WASNs for energy and efficiency con-
cerns [1]. Therefore, the coherence-based method will also be
evaluated with the incorporation of an audio codec. The LC3plus
codec [11], used in Bluetooth low-energy (BLE)applications, can
reduce a signal to a bitrate of 16kbps. Although the bandwidth
required for these signals still exceeds that of the feature-based
methods, it should be noted that this allocation of bandwidth is
not wasted, as subsequent processing would often require access
to these signals.

The rest of the paper is structured as follows: the signal
model is outlined in Sec. 2, after which the coherence-based clus-
tering is detailed in Sec. 3. This is followed by an overview of the
feature-based clustering methods in Sec. 4. The experiments and
results are then presented in Sec. 5 and discussed in Sec. 6. Fi-
nally, in Section 7, the paper concludes by summarising the key
findings and implications, as well as providing insights into po-
tential future research directions.

2 Signal Model
The considered scenario consists of M microphones distributed
in a room with J active sources. The signal at each microphone
m is given by:

ym(n) =
J

∑
j=1

xdir
j,m(n)+xrev

j,m(n) +vm(n) , (1)

with n the discrete time index. xdir
j,m is the direct path contri-

bution of source signal from the jth source to the mth micro-
phone, while xrev

j,m represents all the reflected components of the
jth source. vm is the additive noise at the microphone m. The
short-time Fourier domain representation of the signal is repre-
sented by the corresponding capital letter:

Ym(l,k) = STFT
[
ym(n)

]
, (2)

where l is the time index and k is the frequency bin. The Von
Hann window is used to perform the STFT.

3 Coherence-Based Clustering
First, we discuss the previously proposed frequency domain
coherence-based clustering method from [9]. This approach in-
volves calculating the magnitude squared coherence between mi-
crophone pairs and constructing a coherence matrix. Subse-
quently, non-negative matrix factorisation (NMF) is employed to
cluster the microphones into C clusters.

3.1 Frequency-Domain Coherence
By utilising the magnitude squared coherence, it is possible to
conduct an analysis of the linear relationship between two micro-
phone signals ym(n) and ym′(n). The MSC is computed as:

Γmm′(k) =
|Pmm′(k)|2

Pmm(k)Pm′m′(k)
, (3)

where Pmm′ represents the cross power spectral density (PSD)
between ym and ym′, while Pmm and Pm′m′ represents the auto
Power spectral density of ym and ym′ respectively. The PSDs can
be calculated in the STFT domain using methods such as Welch’s
method [12] or recursive averaging. A common approach is to



perform averaging over 4-second sections [4]. The final coher-
ence value is obtained by averaging over all frequency bins of the
MSC:

Cmm′ =
1
K

K−1

∑
k=0

Γmm′(k) ∈ [0,1] . (4)

Coherence values are computed for all microphone pairs and
placed in C ∈RM×M . Note that this matrix is non-negative and
symmetrical and has the property Cmm = 1.

3.2 NMF-based Clustering
NMF [13] is employed to calculate the cluster matrix B ∈
RM×C , where Bmc is the contribution of microphone m to clus-
ter c. The symmetrical and diagonal properties of the coherence
matrix C can be exploited to write the problem as follows [9]:

C =BBT ⊙ (111−I)+I , (5)

where ⊙ denotes element-wise (Hadamard) product, I is the
identity matrix, and 111 is the all-ones matrix.

It is possible to estimate B using iterative multiplicative up-
date rules based on Euclidean divergence [13]:

B←B⊙ (C⊙ (111−I))B

(BBT ⊙ (111−I))B
. (6)

Due to the inherent clustering property of NMF [10], B con-
sequently contains fuzzy membership values (FMVs) represent-
ing each microphone’s contribution for each cluster. Note that
these fuzzy values do not automatically sum up to one for each
microphone. A normalisation step is carried out to ensure that:
Bmc =Bmc/∑

C−1
c=0 Bmc. These fuzzy values indicate the level

to which each microphone also contains information of a different
cluster and can be exploited for further separation tasks [14, 15]

4 Feature-Based Clustering
Alternative to the coherence-based method, the clusters can also
be generated by comparing features extracted from the micro-
phone signals. Ideally, these features extract the underlying dom-
inant source and are not influenced by reverberation or interfer-
ence. This paper handles the hand-crafted modulated Mel fre-
quency cepstral coefficients (Mod-MFCC) based features pro-
posed in [4, 16], and the speaker embeddings extracted from
speaker verification (SpVer) deep neural networks, proposed in
[8]. In both cases, the feature vectors are clustered using fuzzy
C-means (FCM) clustering.

4.1 Mod-MFCC Features
First, the MFCCs are computed, and cepstral mean subtraction
(CMS) is performed. CMS reduces the effect of reverberation
and lets the features better focus on the underlying speech data
[17, 18]. Taking the discrete Fourier transform (DFT) of the
MFCCs, with a rectangular window of length L and modulation
shift Q, generates the modulated MFCCs features. The mod-
ulation spectra are then averaged over time to account for the
relatively big time shifts possible due to the inter-microphone
distances in WASNs. The final features consist of two cepstral
modulation ratios (CMRs) and the averaged modulation ampli-
tude (AMA) [4, 16], each generated for 13 cepstral bins, resulting
in a 39-dimensional feature vector.

4.2 Speaker Verification Features
Similar to [8], the paper takes the Emphasized Channel Atten-
tion, Propagation, and Aggregation Time Delay Neural Network
(ECAPA-TDNN) [19] to generate speaker embeddings which,
here, are used as clustering features. The network takes signals
of arbitrary length and generates 192-dimensional speaker em-
beddings. ECAPA-TDNN extends the popular X-vector [20] sys-
tem with an attentive statistics pooling layer, a speech-adapted

version of Squeeze-Excitation (SE) [21] and multi-layer feature
aggregation.

4.3 Fuzzy C-Means (FCM) Clustering
In contrast to the coherence-based method, both feature-based
methods use the FCM algorithm [22] to cluster the microphones.
Again C = J+1 clusters will be generated. The algorithm makes
use of cluster centers, Cc, and fuzzy membership values (FMV),
µm,c. These FMV are interpreted similarly to those at the output
of the NMF. The following loss is minimised in order to come to
the final clusters :

L =
C−1

∑
c=0

M−1

∑
m=0

µα
m,cδ(Fm,Cc) , (7)

where Fm is the feature (either Mod-MFCC or SpVer),
δ(Fm,Cc) is the distance between Fm and Cc, and α is the
fuzzy weighting exponent. In contrast to the previous work, we

take the cosine distance: δ(Fm,Cc) = 1− F
T
mCc

||Fm||2||Cc||2 , with
∥.∥2 is the ℓ2 norm of a vector. We found that the cosine dis-
tance outperforms the Euclidean for both feature types.

5 Evaluation and Results
To evaluate the performance of the different clustering methods,
experiments similar to [6] were conducted: dry speech signals of
4s length are selected from the LibriSpeech clean speech database
[23]. Subsequently, M = 16 microphones were placed in the
SINS simulated living area [24] with J = 2 simultaneously ac-
tive speakers. The SINS database consists of realistic reverberant
room impulse responses (RIRs) of an apartment. The microphone
placement is constrained so that at least 3 microphones lie within
the critical distance of each source, as done in [4]. This paper
also limits the scenarios to cases where one source is placed at
random in the left half of the room, while the second source is
placed in the right half, similar to [8]. Note that with this setup,
the sources can still be relatively close to each other since we do
not constrain the minimal distance, but in general, they will be
relatively far apart from each other. Metrics are averaged over
200 different microphone and source positions. See an example
setup in Fig. 1. All signals are sampled at fs = 16kHz, and the
number of clusters is set to M = J+1, where the additional clus-
ter represents a background (noise) cluster. Note that this is the
same as done in the feature-based methods [4, 8], but different
from the coherence based method, where M = J was proposed
to keep the comparison proper. Also, the number of sources is
assumed known here, although this should normally also be es-
timated. However, this is out of the scope of this comparative
paper.

In order to evaluate clustering performance, two classes of
metrics are used as presented in [8]. The first handles the quality
of the microphones in each cluster based on oracle knowledge
of the underlying signals. The second looks at the quality of the
subsequent cluster-based source separation proposed in [14, 15].

Figure 1: SINS apartment for a specific scenario. The solid dots
indicate the location of the two sources, while the crosses are
the microphone positions. The green circles indicate the critical
distance region for each source (dcrit = 0.68m for the room).



The two classes are referred to as cluster metrics and separation
metrics respectively.

5.1 LC3plus Codec
Besides the performance of the different clustering methods, it is
important to consider the feasibility of the methods in bandwidth-
limited WASNs. The feature-based methods only require a min-
imal bandwidth, since they only need to transmit their features
to the central node. In contrast, the coherence method requires
the entire signal from each node. To alleviate this requirement,
the signals can be encoded prior to transmission to the central
node. While this approach still imposes a heavier burden on the
network, it’s not without its benefits: many other applications re-
quire access to these signals, e.g. for beamforming.

This paper considers the extension of the low complexity
communications codec (LC3), LC3plus, at its lowest bitrate,
namely 16kbps (instead of 512kbps to send 32bit samples at
16kHz). LC3plus aims to transmit high-quality audio over wire-
less connections at reduced bandwidth/bitrates and is used in e.g.
Bluetooth Low Energy (BLE) and Digital Enhanced Cordless
Telecommunications (DECT) 1.

To evaluate the feasibility of the coherence-based methods,
we let the individual sensor nodes (each with one microphone)
encode their captured signal before sending it to the central access
point. There the signals will be decoded and the coherence-based
clustering will be carried out on these signals.

5.2 Clustering Metrics
The distribution of the direct-to-reverberant, interference, and
noise ratio (DRINR) provides insight into whether the clustering
favours microphones with a strong direct-path component and a
good signal-to-interference and noise ratio. DRINR is defined as:

DRINRj,m =
∑n(x

dir
j,m(n))2

∑n(ym(n)−xdir
j,m(n))2

, (8)

and is calculated if microphone m is part of the source cluster j.
Good clusters should have many microphones with high DRINRs
while avoiding including low DRINR microphones. To assess
this, DRINR histograms are plotted in Fig. 2. The average num-
ber of microphones per cluster is also reported since this provides
an indication of the spatial diversity within the cluster.

5.3 Separation Metrics
The main goal of clustering is to facilitate subsequent tasks such
as source separation. Therefore, the quality of this separation
indirectly reflects the clustering quality. Three metrics are used
for this evaluation: the Source-to-Interference Ratio (SIR) [25],
the Perceptual Evaluation of Speech Quality (PESQ) [26], and the
Short-Time Objective Intelligibility (STOI) [27], where higher
scores mean better performance.

Fig. 3 plots these metrics for the different clustering methods
(colors) and separation techniques (x-axis). The four techniques
are: (1) initial mask-based separation (masks), (2) delay and sum
beamforming (DSB), (3) fuzzy membership value aware DSB
(FMVA_DSB) and (4) a postfilter applied on the DSB (postfilter).
The dotted line represents the metric in case only the reference
microphone for each source is picked, showing that the separation
techniques indeed improve upon selecting the best microphone.
The time-frequency (TF) mask is generated by comparing the am-
plitude of the STFT bins between all reference microphones of
each cluster. The reference microphones are determined based
on the highest FMVs within each cluster. A binary TF mask is
then generated by selecting those STFT bins that have a higher
amplitude than those for other clusters. Here a small temporal

1https://www.iis.fraunhofer.de/en/ff/amm/
communication/lc3.html

(a) DRINR [dB] (b) DRINR [dB]

(c) DRINR [dB] (d) Avg. mics per cluster
Figure 2: (a-c) Histograms of the direct-to-reverberant, interfer-
ence, and noise ratio (DRINR). These are computed only for mi-
crophones that are part of a source cluster. (d) Average number
of microphones per source cluster.

averaging is performed to account for the distances between mi-
crophones. These masks are applied to all microphones of the as-
sociated cluster, and a relative time delay is estimated, after which
they are compensated for in the DSB. For the FMVA-DSB, the
microphone signals contribute to the beamformed signal propor-
tional to the FMV instead of being averaged. For the postfilter,
the binary TF mask is computed w.r.t. the beamformed signals
instead of the unprocessed microphone signals. For a detailed
overview of these techniques, we refer to [14, 15]. Most impor-
tant for this evaluation: a successful separation result requires
good clusters, and can be degraded significantly with the inclu-
sion of poor SNR microphones. Thus separation performance
indirectly allows comparison of the cluster quality.

Note that for the separation, we assume that a central node
has access to all the microphone signals. Even for the coherence-
based method with the codec, the separation is done on the unen-
coded signals. This would in practice never happen, but is needed
to keep the comparison fair. Speaker separation on encoded data
is out of scope for this paper in order to focus on quantifying the
quality of the clusters.

6 Results and discussion
6.1 Coherence- v.s. Feature-Based Clustering
Fig. 2b illustrates the distributions of the DRINRs for the
coherence-based method and the SpVer features. The distribution
is fairly similar, suggesting that the clustered microphones are ei-
ther the same or of equivalent quality. At very high DRINRs,
the distribution is even identical. However, there are still slight
variations in their distributions: around -20 dB DRINR, the
coherence-based method picks up slightly more outliers. In con-
trast, the SpVer method includes more microphones within the
range of -15dB and -10dB DRINR, which are possibly not the
most useful microphones, depending on how close the interferer
is. From -8dB to 0dB DRINR, the coherence-based method in-
cludes more microphones with moderately good DRINRs. Ad-
ditionally, Fig. 2d shows that the speaker embedding method in-
cludes more microphones on average. This, combined with the
skew towards lower DRINRs suggests that the clusters from the
coherence-based method should be preferred by a slight margin

https://www.iis.fraunhofer.de/en/ff/amm/communication/lc3.html
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Figure 3: SIR[dB], PESQ and STOI for, Mod-MFCC and SpVer features, and coherence and coherence after LC3plus processing. The
red dashed lines denote the mean of the optimal (oracle) microphones, showing optimal unprocessed performance.

for these scenarios.
If we look at the initial mask-based speaker separation met-

rics in Fig. 3, we notice that the coherence-based clusters clearly
outperform the feature-based methods. This can be explained by
the superior reference microphone selection by the coherence and
NMF combination compared to the feature and FCM combina-
tion. Indeed, FCM tries to find the cluster centre that best resem-
bles the average signal of that cluster, giving the highest FMV to
the microphone closest to that cluster centre. In contrast, the co-
herence of all microphones of the same cluster will be highest on
average towards the microphone closest to the source, resulting
in the highest FMV after NMF.

However, for the subsequent separation steps, the choice of
reference microphone plays no role in the separation quality, as
long as the SIR of the masked signals is high enough to correctly
estimate the relative delays between microphones. The gap be-
tween the feature- and coherence-based methods lessens. Never-
theless, the coherence-based method still slightly outperforms the
SpVer features and clearly outperforms the Mod-MFCC features.

Furthermore, the distribution in Fig. 2a indicates that the
coherence-based method clearly outperforms the method based
on MFCCs, since it picks up significantly more microphones with
high DRINRs and fewer with lower DRINRs. This is in line with
the findings in [8], where a shoe-box simulated room was used.

6.2 Effect of LC3plus Lossy Encoding
The objective here was to determine the extent to which
coherence-based cluster quality deteriorates under the non-linear,
lossy encoding of the LC3plus codec at 16kbps. The results of
the DRINRs (see Fig. 2c) show a remarkable resilience of the
coherence-based method when confronted with LC3plus encoded
signals. The encoded signals do deliver some extra outliers below
-15dB DRINR, and include fewer microphones from the range -
10dB to 0dB DRINR. Although the former is not a good property,
the extent to which this happens is rather limited. The latter how-
ever is hard to judge and it is unclear which clustering is superior.
On one hand, including more microphones increases the spatial
diversity, on the other hand, it also reduces the average SNR of
the clustered microphones. Fig. 2d also confirms that the unen-
coded signals deliver slightly larger clusters on average.

This is somewhat unexpected since coherence looks for lin-
ear dependencies between the microphone signals, and LC3plus
encodes the individual signals in a lossy and non-linear way. This
suggests that LC3plus encodes the signals in similar ways for
each microphone signal, thus keeping same the linear dependency
between the signals present before encoding.

The separation metrics in Fig. 3 illustrate, similarly to the
DRINR distribution, minimal performance degradation. All met-
rics show that the performance degrades minimally. Only the ini-
tial masks-based separation degrades more than the other sep-
aration methods, indicating that the encoded clustering cannot
recognise the optimal reference microphone as well as the un-
encoded clustering. However, this still exceeds the performance
of the fuzzy C-means clustered signal-specific features.

Although this paper only reports the results of the lowest bi-

trate available in LC3plus, experiments with higher bitrates also
do not degrade the clusters significantly and thus keep the lin-
ear dependencies between signals. This is not surprising, since
higher bitrates require less lossy encoding.

This result establishes the coherence-base method as a viable
option in bandwidth-limited WASNs with the help of a codec,
requiring minimal computational power at each node and mak-
ing all the individual microphone signals available for subse-
quent processing. Note that the optimal solution is still very
application-specific, considering factors such as bandwidth and
processing power requirements. For example, the lower band-
width requirements of the feature-based clusters can be exploited
by first identifying which microphone signals are needed for fur-
ther processing, before sending those to the central node. e.g. the
speaker verification only needs 192 features, which with a 32-bit
representation results in ~6kb that needs to be sent to the central
node per microphone. In contrast, a 4-second segment at 16kpbs
still requires 64kb.

7 Conclusions
Unveiled by the cluster metrics and speaker separation metrics,
the coherence-based clustering method has demonstrated a slight
edge over the speaker verification method. Similarly, the eval-
uation confirmed that Mod-MFCC features perform worse than
SpVer features and thus also the coherence-based method.

A possible downside to the coherence-based clustering
method for bandwidth-limited WASNs is that all audio signals
need to be transmitted to a central node, while the feature-based
methods only need to share their feature vectors with a central
node in order to perform the clustering. Therefore, the coherence-
based method was evaluated on signals that were encoded and
decoded with the reduced-bitrate codec LC3plus.

The evaluation metrics of the coherence-based clustering
method with LC3plus processing demonstrate that the method
remains robust in the presence of this lossy encoding. This sug-
gests that, even though the signals are individually encoded in a
non-linear manner, the linear relations between different signals
are still preserved. Therefore, LC3plus encoding only slightly
changes the quality of clustering. If in addition, the subsequent
processing task needs access to the microphone signals, the signal
transmission is far from wasted, making the encoded coherence-
based method a viable option in these bandwidth-limited systems.
Nevertheless, the feature-based methods could make a first selec-
tion of which microphone signals are important to be fully sent to
the central node, avoiding redundant or unnecessary signals, and
thereby further optimising bandwidth usage.

Further, we found that the current method to select the ref-
erence microphone from the output of the FCM algorithm, as re-
ported in previous work, is imperfect and should be optimised
in future work. Additionally, future research could evaluate
the quality of source separation with LC3plus-processed signals.
This analysis would provide valuable insights into the minimal
bitrate, and thus bandwidth requirements in WASNs for sufficient
audio quality. Lastly, more clustering techniques need to be in-
cluded in the comparative study.
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