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Abstract
Deep learning methods have greatly improved the localization of
sound sources in adverse conditions. An important considera-
tion in this case is the output representation. Direction of arrival
(DOA) estimation can be interpreted as a classification problem,
but performing a regression to continuously estimate the DOAs is
also possible. Whereas classification and regression were previ-
ously compared for particular cases, such as frame-wise DOA es-
timation and single source conditions, in this paper we study the
more general localization of one or two concurrent sources with
a convolutional recurrent neural network. Our experiments show
that the two approaches perform comparably in single source sce-
narios. To address the ambiguity in the source-to-output assign-
ment when multiple DOAs are estimated using regression, we
consider permutation invariant training and angular sorting of the
desired outputs. However, we find that classification is then gen-
erally preferred, especially for closely spaced sources.

1 Introduction
In the field of sound source localization (SSL), microphone ar-
rays can be used to estimate the directions of arrival (DOAs) of
acoustic sources. Practical applications of SSL include state-of-
the-art hearing aids [1], robot audition [2], and drone audition
[3]. Traditionally, approaches were based on classical signal pro-
cessing techniques, of which [4] gives an overview. Although
these methods have shown great performance in favorable con-
ditions, realistic scenarios are often more challenging due to low
signal-to-noise ratios (SNRs), strong reverberation, and the dif-
ficulty of simultaneously localizing multiple sources positioned
in close proximity to each other. More recently, deep learning
(DL) methods have gained popularity thanks to their data-driven
approach improving robustness in such adverse conditions.

A large variety of DL methods have been proposed that dif-
fer in the network architecture, the training paradigm, and the in-
put/output representation. A summary is given in [5]. The focus
of this paper is on the output strategy, in particular. In a broad
sense, two types of approaches can be identified: classification
and regression. Regression directly returns (multiple) continuous
angle estimates, but the number of outputs (defined before train-
ing) may deviate from the number of sources that are active at test
time. Classification divides the solution space in discrete zones
and assigns a probability of source activity to each. However,
the definition of these discrete zones limits the achievable reso-
lution. Therefore, the choice of regression or classification is an
important factor in the design of a DL-based DOA estimator.

In the literature, there are only few quantitative comparisons
between classification and regression. In [6] and [7], regression
is compared to classification in the case of a single active source.
In both works, a convolutional recurrent neural network (CRNN)
is used of which the output layer size is dependent on the output
strategy. Whereas [6] observed that regression outperforms clas-
sification, no single system stands out in the results of [7]. It is
noted that regression is a justifiable option even though it is less
commonly used.

In contrast, [8] proposed a deep neural network (DNN) ar-
chitecture to localize two sources with regression and compared
it to a DNN-based classifier. The array covariance matrix is used
as input and fed through a number of hidden layers, resulting
in two outputs that directly correspond to the DOA angles of
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the sources. Generally, the regression approach shows slight im-
provements over the classification. They also confirmed that, for
adverse conditions such as low SNRs and closely spaced sources,
DL models perform significantly better than the classical MUSIC
algorithm [9]. However, the compared networks only consist of
feedforward layers, which make them incapable of tracking the
DOAs over time. Incorporating temporal context causes the re-
gression to be more complicated as the model is expected to gen-
erate continuous DOA paths, making the regression-classification
comparison again a valuable investigation.

When a multi-source scenario with continuous outputs is con-
sidered, regression faces the problem of an ambiguous source-to-
output assignment. In [10], this is handled either with permuta-
tion invariant training (PIT) or by sorting the angles in ascending
order. In this paper, we also consider these two approaches.

To the best of our knowledge, in this paper we conduct the
first quantitative analysis directly comparing regression and clas-
sification for the localization of multiple sources using a DNN
architecture that incorporates temporal context. The employed
CRNN model is taken from [11], where a classification-based
approach was adopted. Our experiments show that the regres-
sion approach performs similarly as the classification (baseline)
model for single source localization. For multi-source scenarios,
however, the classification achieves a significantly higher accu-
racy than the regression.

In Sec. 2 we formulate the problem of DOA estimation. Sec. 3
presents the DOA classification baseline, before Sec. 4 describes
which adjustments are needed to perform a regression instead.
Experimental results are discussed in Sec. 5. Finally, conclusions
and further research opportunities are presented in Sec. 6.

2 DOA estimation
We aim to localize J sound sources based on the signals captured
by an array of N microphones. We assume the nth microphone
signal xn(t) is the sum of reverberant source signals and a noise
term vn(t). Here, the reverberant signal from the jth source is
modeled as the dry source signal sj(t) convolved with the im-
pulse response (IR), anj(t), that describes how sound propagates
from source j to microphone n. We obtain

xn(t) =
J

∑
j=1

anj(t)∗sj(t)+vn(t), (1)

where ∗ denotes convolution. In this work, we primarily focus on
speech signals, such that each source corresponds to one talker.

The K-point short-time Fourier transform (STFT) represen-
tation of the microphone signals is expressed as Xn(k,λ) where
k is the frequency bin and λ the time frame index. For DOA es-
timation, we are particularly interested in the phase component
∠Xn(k,λ) as the interchannel phase differences contain the spa-
tial information needed for the localization. To characterize the
DOA of a source, we only consider the azimuth angle φ of the
spherical coordinate system of which the microphone array is at
the center.

2.1 Classification
For classification, we divide the solution space 0 ≤ φ < 2π into
Nφ uniform discrete zones, each covering a range of 2π/Nφ.
The desired output of a DOA classifier is then 1 for all DOA
zones with source activity, and 0 otherwise.
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Figure 1: Baseline CRNN-C architecture. Features are extracted from the phase maps Φλ through a CNN. The classifier that follows
produces a vector of probabilities P λ (one entry per DOA class). The dimensions of the data after each step are listed below the figure.

2.2 Regression
A regression approach requires only one continuous output per
source: the azimuth angle φ ∈ [0,2π). A disadvantage of this rep-
resentation is that the angle wraps around at the interval bounds.
To mitigate this problem, sine and cosine of φ can be estimated
instead [12].

Intuitively, regression may be seen as the more natural choice
due to the unlimited resolution, whereas the finite number of
classes introduce a quantization noise in the case of classifica-
tion. However, regression returns a fixed number of outputs re-
gardless of the (generally unknown) number of active sources,
which complicates the interpretation of the results. Furthermore,
in the multi-source case, there is an ambiguity concerning which
output corresponds to which source (permutation problem).

3 Baseline classification model
The CRNN model proposed in [11] is described here as it is used
as a baseline. We will call this DOA classifier CRNN-C.

3.1 Input representation
For a certain time frame λ, there are N microphone signals with
K frequency bins each. We only consider frequencies up to
the Nyquist frequency: k ∈ {0, . . . ,K ′−1} with K ′ =K/2+1.
From the phase component ∠Xn(k,λ), an N ×K ′ matrix (termed
the phase map [13]) Φλ is formed that serves as input to the net-
work.

3.2 Neural network architecture
The CRNN architecture is shown in Fig. 1. First, convolutional
layers are defined with an output size of 64 feature maps. The
kernels of these layers operate only across the microphone (chan-
nel) dimension to extract inter-channel features without mixing
the information from different frequencies. This is motivated in
[13] with the assumption that there is only one dominant speech
source in each time-frequency bin (W-disjoint orthogonality [14]),
thereby improving robustness when there are concurrent speak-
ers. With a kernel size of (2×1), the information from all chan-
nels is combined over the course of N −1 convolutional layers.
This part of the architecture serves as the feature extractor, as it
generates 64 features per frequency bin that contain the spatial
information needed for the DOA estimation.

Subsequently, the DOA classifier uses these features to com-
pute probabilities for each of the defined angular zones. This part
of the network consists of fully connected (FC) layers, as well as
a long short-term memory (LSTM) layer to incorporate temporal
information. After the final FC layer, sigmoid activation σ(x) is
applied. The output is a vector of probabilities P λ for each of
the Nφ = 72 DOA classes.

3.3 Training paradigm
The online data generation of [11] that is used for training the
DNNs in this work is briefly described in this section. Micro-
phone signal mixtures are generated according to the signal model
of (1). Dry speech signals are convolved with simulated room im-
pulse responses (RIR). Additive mixtures of up to 2 concurrent
sources are simulated, the activity of each of which is modeled
by a first order Markov chain. Thus, the state of each source ran-
domly switches between two states: active and inactive, which
happens on average each 1.5s. Temporally uncorrelated diffuse
noise (spherically isotropic noise field) is added according to an
SNR uniformly sampled in the range of 0dB to 30dB.

RIRs were simulated for a variety of rooms and microphone
array positions to make the training data more diverse. The target
output for each class is set to 1 when it corresponds to the DOA
of an active source, and 0 otherwise. The binary cross-entropy
(BCE) loss function is used to compare target and estimated out-
put. An AdamW optimizer [15] is used with a learning rate of
0.0001 and weight decay of 0.002. Dropout [16] (rate 0.5) and
batch normalization [17] are applied for regularization.

4 Proposed regression model
In this section we describe how the baseline model of Sec. 3
is adapted in order to perform regression instead of classifica-
tion. We distinguish two scenarios: single source (SS) and multi-
source (MS) regression.

4.1 Single source
For the single source scenario, we set the number of output nodes
to 2 instead of Nφ = 72. Moreover, linear output activation is
used instead of sigmoid. This is illustrated in Fig. 2a, where (̂·)
indicates that sine and cosine of the azimuth angle φ are esti-
mated. Combined, the outputs (ĉosφ, ŝinφ) may be seen as a
point in the xy-plane (not necessarily on the unit circle), from
which the DOA estimate φ̂ can be extracted. Note that these
outputs are only meaningful when they correspond to an active
source. During periods of source inactivity, the target values are
undefined. We propose two solutions for this.

Straightforwardly, periods of inactivity can be ignored during
training: we define a “masked” mean square error (MSE) loss
function that disregards inactive frames, i. e. these do not con-
tribute to the loss. As a result, the network is optimized entirely
for the task of estimating the DOA when a source is active, but
not to (additionally) perform source activity detection.

Alternatively, the target values for both cosine and sine can
be explicitly set to 0 in frames with inactivity. This is illustrated
in Fig. 2b, where the blue dots represent a possible output of the
model. The possible positions for target values are indicated in
red. The network is then trained with an MSE loss, where the
underlying error may be interpreted as the distance in the xy-
plane between estimate and target.
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Figure 2: Output strategy for single source regression.
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Figure 3: Output strategy for multi-source regression. For two
sources, there are two possible source-to-output assignments.

The resulting two regression models for SS localization are
referred to as CRNN-R-SS-1 (ignore frames with inactivity) and
CRNN-R-SS-2 (set the target to 0 in these frames).

4.2 Multi-source
The regression-based multi-source localization is complicated by
the source permutation problem. For simplicity, we only consider
two sources here, but the extension to more sources is straight-
forward. In this case we have 4 output nodes as shown in Fig. 3,
where the source permutation problem is illustrated as well. Here,
we need to consider 2 possible source-to-output assignments as
indicated by the red and blue arrows.

To address the source permutation problem, two approaches
known from the closely related task of speaker separation are con-
sidered [18, 19]. The first approach uses angle sorting, which was
termed location-based training (LBT) in [19]. The outputs of the
network are then expected to be sorted according to the DOA an-
gles e. g. in ascending order. By imposing this sorting convention
in the labels, the model must also learn how to sort its outputs.
This can be beneficial for training as the output is then uniquely
defined. A drawback, however, is that the permutation can sud-
denly change when an already active source becomes inactive or
when a source newly becomes active.

An alternative is given by PIT [18]. In this case, we consider
all frame-level permutations during training, and the one with the
lowest loss is used to update the network.

For simplicity, we only consider one setup where the loss
only includes frames in which both sources are active at the same
time. The resulting two regression models for MS localization are
referred to as CRNN-R-MS-LBT and CRNN-R-MS-PIT. Putting
outputs to zero in case sources are inactive, similar to the single
source case, is an alternative approach, but out of scope for this
paper.
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Figure 4: 3-mic subarray of the UMA-16 mic array [20].

5 Evaluation
Signals are sampled at fs = 16kHz. Transformation to the STFT
domain is done with a frame length of M = 512 (square-root
Hann analysis window) and hop size 160, which corresponds to
a step of 10ms. A subset of the UMA-16 microphone array [20]
is used, of which the geometry is shown in Fig. 4 and kept the
same for both training and evaluation. We use the training setup
described in Sec. 3.3.

5.1 Evaluation setup
For the evaluation, too, signals are mixed according to the sig-
nal model (1) to generate realistic microphone signals. Clean
speech signals are taken from the TSP speech database [21]. RIRs
were recorded in a meeting room with approximate dimensions
7.50m×5.00m×2.65m for angles φ ∈ {0°,20°, . . . ,180°} and
source-array distances of 1m and 2m. For the background noise,
the pub noise from the ETSI database [22] was rerecorded under
relatively diffuse conditions.

For every experiment, we simulate up to 2 sources each con-
sisting of 5 concatenated utterances. At the end of an utterance,
the DOA angle is changed to a new random angle with a proba-
bility of 50%. The DOAs of two different sources are different
at all times. We aggregate the results of 50 experiments to obtain
reliable results. The resulting total signal duration is 565.51s.

5.2 Single source comparison
First we consider the single source scenario. From the classifica-
tion (CRNN-C) output, the class with the highest probability is
selected as the DOA estimate. In the case of regression (CRNN-
R), the DOA is computed based on the sine and cosine estimates
using the arctan2 function. Performance is measured with the
localization accuracy, which indicates the percentage of frames
(during source activity) where the DOA estimate is “correct”,
i. e. where the absolute error does not exceed a defined thresh-
old. We consider tolerated errors of ±2.5°, ±7.5°, and ±12.5°.
This is to allow a fair comparison between regression and classifi-
cation, since the classes have a resolution of 5°. The experiments
are performed for three different SNRs: 0dB, 10dB, and 20dB.

Fig. 5a compares the two SS regression models. The x-axis
represents the accuracy of the CRNN-R-SS-2 model, whereas the
y-axis shows the accuracy of the CRNN-R-SS-1 model. This al-
lows the performance of the two models to be compared directly.
Each data point represents one set of experimental conditions,
where the color of the marker indicates the SNR, and the size
indicates the tolerated error. If a point lies on the solid diago-
nal line (x= y), both models perform equally well. Points above
this line indicate an improvement of CRNN-R-SS-1 compared to
CRNN-R-SS-2.

First, we observe that CRNN-R-SS-1 generally achieves higher
localization accuracy scores than CRNN-R-SS-2, especially for
the smallest tolerated error of ±2.5°. This suggests that includ-
ing source activity detection in the training adversely affects the
DOA estimation.

Next, we compare our best performing regression model (y-
axis: CRNN-R-SS-1) with the classifier (x-axis: CRNN-C) in
Fig. 5b. Considering a specific tolerance, the results for the differ-
ent SNRs lie approximately on a diagonal line. This suggests that
the robustness against diffuse noise is rather similar for regres-
sion and classification. Whereas the classifier performs better for
small tolerated errors, the regression model outperforms the clas-
sification model when the threshold is increased. For instance, at
an SNR of 10dB and a tolerance of ±12.5°, the regression model
achieves an accuracy of 87.9%, as compared to only 78.2% using
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Figure 5: Results for single source scenario.
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Figure 6: Results for multi-source scenario.

classification. This may be a result of the multi-label classifica-
tion approach, which does not account for the proximity between
different classes in its loss function. A high probability in an in-
correct DOA class is penalized equally regardless of how large
the error is.

5.3 Multi-source comparison
We now investigate the performance for an experimental setup
with 2 concurrent sources. To evaluate the classification approach,
we can use the same (unchanged) network in this case. The 2
highest peaks (local maxima) in each frame are then selected as
the DOA estimates. These are compared to the target values by
considering all possible permutations. We report the results for
two different tolerated errors (±7.5°or ±12.5°) and two differ-
ent SNRs (10dB or noiseless). Further, we also make a dis-
tinction based on the difference between the DOAs of the two
sources. Due to the setup used to record RIRs, only multiples
of 20° are possible. We therefore consider one set of results
for “closely spaced” sources (differences of either 20° or 40°)
and one set of results for “widely spaced” sources (differences
60°,80°, . . . ,180°).

First we compare the two regression models CRNN-R-MS-
LBT and CRNN-R-MS-PIT that solve the source permutation
problem by angle sorting and permutation invariant training, re-
spectively. The results in Fig. 6a clearly show that PIT (y-axis)
outperforms LBT (x-axis). This could be because additionally
requiring the cosine and sine outputs to be sorted based on the
underlying angles is detrimental to the core task of estimating the
DOAs. Mainly, the PIT and LBT results differ for the setup with
widely spaced sources (circular marker ⃝), whereas both per-
form comparably for the localization of closely spaced sources.

Again, we select the best performing regression model (PIT)
for the comparison with the classification-based approach. The
results are shown in Fig. 6b. It is immediately apparent that
classification generally outperforms regression in this case. For
the most challenging conditions (±7.5° tolerance, 10dB SNR,
closely spaced), the classifier achieves an accuracy of 68.3%, as
opposed to only 34.4% using regression. Regarding the effect of
tolerated error and SNR, we observe similar trends as in the SS
scenario. We also see that the setup with closely spaced sources
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(b) Regression output for two simultaneously active sources.
Figure 7: Comparison of outputs for single example.

causes the performance of the regression model to degrade more
strongly than that of the classifier. To better understand this ob-
servation, we now consider one example more closely.

Fig. 7 shows the outputs of both models for the same ex-
periment (no additive noise). In both cases, the x-axis indicates
time and the y-axis the DOA. The upper plot shows the output
probabilities of the classifier (represented by different colors).
The lower plot shows the estimated angles computed based on
the output of the regression model (blue and orange lines), along
with the true angles (red line). The most difficult scenario occurs
between 2s and 4s when the difference between the two source
DOAs is only 20°. Then, it appears that the regression model
is unable to distinguish between the 2 sources. Instead, the out-
put for the first source (blue line) lies somewhere between both
true angles (140° and 160°), presumably because the squared er-
ror can thereby be limited in both directions. At the same time,
the output for the second source (orange line) remains at an an-
gle of around 20°, where the speaker was located during the first
utterance (up to around 2s). The classifier, in contrast, is able to
simultaneously localize the 2 sources quite accurately.

6 Conclusions
The choice between a classification-based and a regression-based
approach is an important factor in the design of a DNN for SSL.
Previous works comparing the two did not consider multi-source
scenarios, or used networks that cannot take advantage of tempo-
ral context. In this paper, therefore, we perform a comparison of
the two output strategies in both single and multi-source scenar-
ios based on a CRNN architecture.

In the SS case, regression and classification perform compa-
rably. Whereas the regression model more often localizes sources
correctly when a certain error can be tolerated, classification out-
performs regression when the acceptable error threshold is small.
The more common occurrence of estimates that are considerably
off when using the classification approach could be related to the
multi-label classification approach.

For the MS localization, we find that PIT should be preferred
over LBT to address the permutation problem when using the
regression approach, possibly because additionally requiring the
outputs to be sorted takes away from the performance on the core
task of estimating the DOAs. However, a significantly higher per-
formance is achieved with the classification approach in this case,
whereby the permutation problem can be avoided altogether.

In future work, the inclusion of magnitude information could
be considered so that (especially closely spaced) sources can be
distinguished more easily. This should increase the accuracy of
both the classification and regression based models.
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