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a b s t r a c t

DeepMTP is a python framework designed to be compatible with the majority of machine learning sub-
areas that fall under the umbrella of multi-target prediction (MTP). Multi-target prediction includes
problem settings like multi-label classification, multivariate regression, multi-task learning, matrix
completion, dyadic prediction, and zero-shot learning. Instead of using separate methodologies for
the different problem settings, the proposed framework employs a single flexible two-branch neural
network architecture that has been proven to be effective across the majority of MTP problem
settings. To our knowledge, this is the first attempt at providing a framework that is compatible
with more than two MTP problem settings. The source code of the framework is available at https:
//github.com/diliadis/DeepMTP and an extension with a graphical user-interface is available at https:
//github.com/diliadis/DeepMTP_gui.

© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Over the last decade the area of machine learning has gained
normous popularity, partially due to the release of software
ibraries that implement popular models. The WEKA library [1]
as one of the first successful attempts of free software for
achine learning. It offered tools for data preprocessing and
isualization, as well as implementations of several popular at
he time machine learning algorithms, in an intuitive graphical
ser interface (GUI). Almost a decade later, scikit-learn [2] was in-
roduced, offering various classification, regression and clustering
lgorithms in a flexible Python package. More recently, python-
ased libraries like Pytorch [3] and Tensorflow [4] used automatic
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differentiation to aid with the rapid implementation of neural
networks that dominated the state-of-the-art in machine learning
research.

The aforementioned functionality is usually available for mod-
els compliant with standard classification, regression and cluster-
ing tasks. A less known task that has wide application potential
is Multi-target prediction (MTP). Multi-target prediction is a term
used to group several sub-areas of machine learning that have
one major commonality, the simultaneous prediction of multi-
ple targets of diverse type. These sub-areas include multi-label
classification, multivariate regression, multi-task learning, matrix
completion, zero-shot learning and dyadic prediction.

As mentioned in our previous work [5], these subareas de-
veloped fairly isolated despite their similarities. This isolation is
also reflected at the software level. In terms of libraries, Multi-
label classification has enjoyed the most activity, with MULAN
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eing the most popular release. Developed by [6] it offers an API
ith an extensive range of methods and datasets. Subsequent
ackages offered additional methods and general functionality
7,8]. For other MTP problem settings like Multi-task learning
9–11], Zero-shot learning and Matrix completion [12–14], the
nly available options are usually GitHub repositories designed
or hyper-specific use cases and input types.

We propose a python package that implements and organizes
ll of the effort and ideas presented in our previous work [15].
ore specifically, the package implements a two-branch neural
etwork that is flexible enough to work with the majority of the
TP problem settings while achieving competitive performance
ompared to other related packages [15]. This architecture itself is
ffered with additional functionality, spanning most of the steps
f a typical machine learning pipeline. To our knowledge this
s the first library that offers out-of-the-box compatibility with
ore that two MTP problem settings.

. The basics of multi-target prediction

Multi-target prediction can be seen as an umbrella term that
overs all the aforementioned sub-areas of machine learning.
orrowing the basic terminology of our previous work, every MTP
roblem setting can be characterized by an instance set X , a

target set T and a score set Y . The dataset D can be decomposed
into triplets (xi, tj, yij) where xi ∈ X represents an instance, tj ∈ T
represents a target, and yij ∈ Y is the score that summarizes the
relationship of the instance xi-target tj pair. The number of in-
stances and targets are finite, so i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}.
he scores can then be naturally arranged in an n × m matrix Y
hat remains incomplete in the majority of MTP problem settings.
o complete the definition of an MTP problem we also have to
efine the relation of instance and targets between the train set
nd test set. Even though the basic objective is to predict the
core for any unobserved instance-target pair (x, t) ∈ X × T , the
forementioned relationship can inform us about the difficulty
f a prediction task. Additionally, the existence of features for
he instances and/or targets (also called side information) can
etermine the feasibility of the generalization objective.

. A two-branch neural network architecture

The two-branch architecture used by DeepMTP was first pop-
larized by [16] in the area of collaborative filtering. In our
revious work we showed that the same basic architecture can be
sed as a successful benchmark for many MTP problem settings.
n its simplest form, the network is comprised of two branches
hat encode the input features of a specific instance and target
nto two embedding vectors that are then combined. In our
revious work [15], the two embeddings were concatenated and
hen passed to a series of fully-connected layers that terminated
nto a single output node predicting the interaction score for a
iven instance-target pair. This approach was introduced by [16]
s an improvement over a simpler version that just computes
he dot product between the two embeddings, introducing a
on-linearity and enabling the modeling of more complex rela-
ionships. In contrast to this notion, the subsequent publication of
ork [17,18] that questions this idea, combined with our prelimi-
ary internal testing, led us to offer both versions in the package,
nd set the dot product as the default option. A more detailed
omparison between the two versions is under development and
ill be published in the near future.

. The DeepMTP framework

The DeepMTP package offers an implementation of the previ-
usly mentioned two-branch neural network, but also provides

additional functionality at every major step of a typical machine
learning pipeline. Our goal is to provide the user with a package
that is simple enough to use across all MTP problem settings
and feature rich to enable easy benchmarking. We will provide
a summary (Fig. 1) of the functionality at every step below:

4.1. Input formats & dataset processing

At the input step, DeepMTP is designed to support two input
formats, reflecting the two main views of the score matrix in a
typical MTP dataset. The matrix view is the popular choice for
settings where the score matrix is fully observed (multi-label
classification, multivariate regression) and the default format for
popular multi-label classification and multivariate regression data
repositories. The second input format is the triplet view, which
is considered the most flexible and space efficient of the two.
This format is common in MTP problem settings where most of
the possible instance-target pairs are missing from the dataset
(multi-task learning, matrix completion, dyadic prediction). In
terms of available side information, DeepMTP supports different
input formats to better accommodate various input types. From
tabular data in a single CSV file to a collection of images in a spe-
cific directory, the library defines rules that users have to follow.
The data preprocessing step is considered the most important in
the entire pipeline of DeepMTP. In this stage, several characteris-
tics are detected from the score matrix and side information data.
The extracted information is essential for the suggestion of the
most relevant MTP problem setting, as well as the configuration
of the two-branch neural network architecture. By examining the
relationship of the instance and target ids between the train and
test set, DeepMTP detects the user’s generalization objective. At
the same time, the existence of side information for instances
and/or targets largely determines the feasibility of the detected
generalization goal. The recognition of the type of side informa-
tion guides the selection of an appropriate type of neural network
that is used in the corresponding branch. Finally, the detection of
the type of values present in the score matrix uncovers the type of
prediction task (classification, regression) and determines which
loss is used during the training phase (binary cross-entropy loss,
mean squared error loss).

4.2. Configure and train–validate–test the model

The configuration of the neural network and of all other as-
pects that relate to training, validation and testing have to be
defined at this step. This is currently achieved by calling the
generate_config function and by passing all the relevant infor-
mation as parameters. In this way, the user can override default
parameters or even parameters that were detected in the data
processing step. The configuration is then used to initialize the
neural network and start the train, validation and testing process.
Everything related to the implementation of the two-branch ar-
chitecture as well as several sub-architectures that can be used
in the branches is implemented using Pytorch [3]. The design is
flexible enough, so that users can introduce their own Pytorch-
based models in the two branches. To assist users with the
selection of hyperparameters, we decided to automate the step
by benchmarking different HPO methods using the two branch
architecture across multiple MTP problem settings. The details
of this benchmarking will be available in a future publication,
but based on this work, we decided to offer Hyperband [19], a
bandit-based configuration evaluation approach as a built-in HPO
method.

4.3. Additional functionality

Even though the standard machine learning pipeline is com-
prised of very important steps that help to form a valid
2
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Fig. 1. A summary of the DeepMTP framework.

xperiment, additional functionality is needed to aid users with
he practical aspects of experimentation. DeepMTP offers three
ogging options or varying functionality and flexibility (local text
iles, TensorBoard [4], Weights & Biases [20]). To encourage quick
xperimentation with many of the MTP problem settings, we also
ncluded built-in datasets. The DeepMTP package is designed so
hat a user can obtain a trained model with only a few lines of
ode, but in order to maximize the potential audience, we also
eveloped an extension that offers a graphical user interface. The
xtension is implemented using the streamlit library and can be
eployed with minimal effort.

. Impact and conclusions

The goal of this paper was to present DeepMTP, a python
ackage suitable for MTP problems. Existing packages can support
t most two MTP problem settings while DeepMTP is compatible
ith at least five. This is achieved using a two-branch neural
etwork that is flexible enough to adapt to the intricacies of every
TP problem. The modular design of the architecture also makes

he package future-proof as new architectures can be made avail-
ble in the form of branch options. Various automations are also
mplemented to use the dataset, extract useful information, and
onfigure the underlying neural network. The package is not
imited to the implementation of the neural network, as contrary
o existing MTP-related software solutions, it offers additional
unctionality aimed at helping users with the everyday needs of
xperimentation (built-in hyperparameter optimization and au-
omated experiment logging). To further attract users from other
cientific fields, an extension of the basic package is implemented,
ffering the option to run experiments without writing code.
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