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Abstract: 19 

The accuracy of thermochemical prediction methods is strongly dependent on the size of the 20 

set of training data. Group additivity is an interpretable modeling strategy that can be developed 21 

from a limited dataset, but fails to consider delocalized molecular effects such as inductive 22 

stabilization, delocalized resonance stabilization, and steric effects. In contrast, machine 23 

learning allows the incorporation of these effects but requires an extensive amount of high-24 

quality data. Therefore, a new transfer learning approach is proposed, uniting group additivity 25 

with machine learning. First, a machine learning model is pretrained on a large set of group 26 

additive predictions, after which it is refined on a limited high-quality dataset with transfer 27 

learning. The proposed approach was tested to predict the standard enthalpy of formation, 28 

standard molar entropy, and heat capacity of a wide range of hydrocarbons, hydrocarbon 29 

radicals, and carbenium ions. By using transfer learning, chemically accurate predictions for 30 

hydrocarbons, radicals, and carbenium ions could be obtained, drastically reducing the group 31 

additive error using less than 450 molecular datapoints per model. A SHapley Additive 32 

exPlanations analysis reveals that a data-efficient but interpretable transfer learning 33 

methodology is obtained, achieving chemically accurate predictions for a wide range of 34 

hydrocarbons.   35 
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1. Introduction 36 

The accurate and fast prediction of molecular properties is an essential asset of chemical 37 

engineering, both for the development of new materials and molecules or the optimization of 38 

chemical processes [1, 2]. The thermochemistry of molecules in the gas phase, being the 39 

standard enthalpy of formation (∆Hf,298
0 ), the standard molar entropy (S298

0 ), and heat capacity 40 

( Cp
0 ), are of special interest. These properties are essential to maintain thermodynamic 41 

consistency during first-principle kinetic model generation and the evaluation of energy 42 

balances for reactor and catalyst design [3, 4]. One modeling strategy for the prediction of these 43 

properties are group additive models. 44 

Group additivity for thermochemical property prediction was originally developed by Benson 45 

et al. [5]. In this approach, a molecule is divided into several atom-centered groups and the 46 

predicted property is the sum of the thermochemical contributions of every group. The value of 47 

the contribution of every group, also called group additive value (GAV), is determined through 48 

regression of either experimental or ab initio values [5-7]. However, these GAVs can only 49 

account for interactions contained within one group, which can limit the accuracy of this 50 

approach. In the Benson approach, a group is a molecular substructure comprising of one atom 51 

with its corresponding neighboring atoms. On top of these groups, non-nearest neighbor 52 

interactions (NNI) can be defined which allow to incorporate localized effects beyond the range 53 

of a group. These GAVs and NNIs are summed up to obtain the group additive predictions. 54 

Group additive models for molecular thermochemical prediction have been constructed for a 55 

wide range of gas phase molecules. An established experimental set of GAVs and NNIs for the 56 

standard enthalpy of formation for hydrocarbons, and oxygenates based on experimental values 57 

is the compilation of Cohen [7]. Sabbe et al. extended the group additivity approach for the 58 
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prediction of the standard enthalpy of formation of radicals and also for the prediction of the 59 

standard molar entropy and heat capacity of a wide range of hydrocarbons and radicals [6, 8]. 60 

GAVs have also been determined for property prediction of organosulfur compounds [9], 61 

oxygenated hydrocarbons [10], and aromatic hydrocarbons [11, 12]. Besides gas phase 62 

molecular properties, properties of ionic liquids or other organic molecules have also been 63 

thoroughly investigated with group additivity [13-17]. Acree et al. and Naef et al. determined 64 

GAVs of various physical molecular properties of ionic liquids and organic molecules such as 65 

the enthalpy of formation [18], heat of vaporization [14, 15], and vapor pressure [19]. The use 66 

of group additivity in chemical engineering is not limited to molecular property prediction. 67 

Group additive models have also been constructed for the prediction of activation energies and 68 

pre-exponential factors of various chemical reactions [20-25]. Furthermore, GAVs also exist 69 

for other properties such as viscosity [26, 27], surface tension [13, 27], threshold sooting index 70 

[28], solubility parameters [16, 29], and boiling and melting temperatures [30]. 71 

Group additive models offer many benefits, as they can be constructed with a limited amount 72 

of data, are interpretable as the contribution of every group to the property is determined, and 73 

allow a fast and reasonably accurate prediction. However, there are also limitations when it 74 

comes to the accuracy of group additive approaches. Non-localized effects such as steric effects, 75 

resonance and inductive stabilization cannot be incorporated into GAVs or NNIs. These effects 76 

can significantly influence the thermochemistry of molecules and accounting for them can thus 77 

further improve the prediction accuracy. Machine learning models can overcome these 78 

limitations as they allow to consider the complete molecule instead of well-localized groups 79 

[31, 32]. Chung et al. compared the performance of group additivity with machine learning for 80 

the prediction of solvation energies and found machine learning models superior in accuracy 81 

with datasets all larger than 6000 molecules [29]. However, these models lack interpretability, 82 
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and moreover require a lot of high-quality data, the latter being a major bottleneck for the 83 

applicability of machine learning for molecular property prediction. Hence, strategies have been 84 

developed to make machine learning less data intensive such as transfer learning [33-37] and 85 

physics-informed learning, or to aid data generation in a careful manner such as active learning 86 

[37-39]. 87 

Transfer learning assumes an abundant amount of low-quality data to be present, while only a 88 

limited dataset of high-quality data is available. Here, a machine learning model is “pretrained” 89 

on the large amount of low-quality data to obtain a model which is generalizable but offers a 90 

limited accuracy. Subsequently, the model is refined by training on more high-quality data to 91 

improve the accuracy of the predictions. Transfer learning has previously been applied for the 92 

prediction of solvation free energies and thermochemical properties [34, 35]. Grambow et al. 93 

applied transfer learning on a dataset of ∆Hf,298
0 , S298

0 , and Cp
0  for 130.000 molecules 94 

determined by low-fidelity quantum chemical calculations. The pretrained model was improved 95 

by training on high-quality data for ~10.000 molecules, to obtain an accurate machine learning 96 

model [35]. A disadvantage of this methodology is that both an extensive amount of low- and 97 

high-fidelity quantum chemical calculations are needed for the model development. Moreover, 98 

the approach falls short for the prediction of properties which are experimentally measured 99 

instead of computationally, as the number of data required is often unfeasible for experimental 100 

campaigns. Another approach to refine low-fidelity quantum chemical calculations is so-called 101 

delta learning. Here, the goal is to combine low-fidelity calculations with machine learning to 102 

obtain high-fidelity accuracies, where the machine learning model learns to predict the error 103 

between the low-fidelity and high-fidelity ab initio calculations [40-42]. Ruth et al. improved 104 

CCSD calculations to CCSD(T) accuracy for a wide range of molecules by aid of a graph neural 105 
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network [43]. However, the disadvantages of delta learning to transfer learning are twofold. A 106 

model trained on transfer learning ideally requires only the molecular structure or simple 107 

features, whereas delta learning requires the execution of lower level quantum chemical 108 

calculation for the machine learning prediction, which is still cumbersome. Moreover, while 109 

transfer learning reduces the amount of high-fidelity data needed for the molecular prediction, 110 

this is not necessarily the case for delta learning. With delta learning it is not guaranteed that 111 

the relation between the inputs and the error between high-fidelity and low-fidelity calculations 112 

is easier to model than the relation between the input and the actual high-fidelity property. 113 

However, in general delta-learning results in more accurate predictions than transfer learning 114 

as one already starts from low-fidelity calculations.  115 

In this work, a transfer learning methodology for molecular property prediction is presented 116 

where group additive models are used for pretraining. Based on the model architecture of 117 

chemprop [44], a directed-message passing neural network (D-MPNN) followed by a neural 118 

network (NN) is used as a machine learning model. The machine learning model takes SMILES 119 

or InChI as an input, making it user-friendly as it does not require low-fidelity calculations or 120 

optimized 3D-molecular geometries for model predictions. The presented model is pretrained 121 

on a large database of molecular properties (~30.000 molecules) determined by group 122 

additivity, to obtain a machine learning model which matches the group additive accuracy. 123 

Subsequently, the pretrained machine learning model is refined by using a limited set of high-124 

quality data based on high-accuracy quantum chemistry calculations (150-450 molecules). 125 

Group additivity allows to generate a large database of low-fidelity data at almost no 126 

computational cost, and for a wide range of desired molecules, making it beneficial for transfer 127 

learning applications. The proposed methodology is demonstrated for the prediction of the 128 

standard enthalpy of formation, the standard molar entropy, and heat capacity at different 129 



7 of 40 

temperatures of a wide range of gas-phase hydrocarbons including radicals and carbenium ions. 130 

The application domain of this methodology is not limited to neither thermodynamic properties 131 

or hydrocarbons, but these cases highlight the validity and limitations of the proposed approach. 132 

Three different machine learning models have been constructed for the property prediction of 133 

both regular hydrocarbons, radical hydrocarbons, and carbenium ions respectively.  134 

2. Methods 135 

2.1. Datasets 136 

As the development of the low-fidelity group additive dataset is dependent on the high-fidelity 137 

quantum chemical dataset, the high- fidelity quantum chemical dataset will be introduced first. 138 

 High-Fidelity Quantum Chemical Dataset 139 

The quantum chemical data consists of thermochemical information of 330 acyclic uncharged 140 

hydrocarbons, 442 acyclic radicals, and 162 carbenium ions. All datasets contained alkanes, 141 

alkenes, alkynes, alkadienes, alkadiynes and alkenynes with a number of carbon atoms varying 142 

between two and eleven (see section 3 Supporting Information). The radicals and carbenium 143 

ions included resonance and hyperconjugation stabilized structures. The quantum chemical 144 

dataset of carbenium ions contained species with 5- and 6-membered rings among which 145 

aromatic rings. The data contained the SMILES, ∆Hf,298
0 , S298

0 , and Cp
0 with the heat capacity at 146 

seven different temperatures being 300 K, 400 K, 500 K, 600K, 800K, 1000 K, and 1500 K. 147 

Part of the data for radicals and regular hydrocarbons has been published in previous work on 148 

kinetic modeling [45-49], while the remainder can be found in SI. For carbenium ions the 149 

database constructed by Ureel et al. was used [50]. All quantum chemical data in this work was 150 
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determined at the CBS-QB3 level-of-theory, to ensure the compatibility with the employed 151 

GAVs. The Hf,298
0 , S298

0 , and Cp
0 were determined via ideal gas statistical thermodynamics. For 152 

this, the rotation around a single bond was treated as a 1-dimensional hindered rotor. The 153 

hindrance potential was calculated via a (semi-)relaxed surface scan at B3LYP/6-31G(d) level 154 

of theory. Other internal modes were approximated by harmonic oscillators. All quantum 155 

chemical data was obtained via the same methodology, for which we refer to the work of Ureel 156 

et al. for further information [50].  157 

 Low-Fidelity Group Additive Dataset 158 

The low-fidelity group additive database contains the group additive predictions of a wide 159 

variety of relevant molecules. For every of the three cases (regular hydrocarbons, radicals, and 160 

carbenium ions), a separate low-fidelity database was constructed. To ensure a proper 161 

pretraining of the machine learning model, it is important that the molecules in the low-fidelity 162 

dataset are representative of the high-fidelity dataset molecules. Moreover, the low-fidelity data 163 

should include molecules where group additivity falls short (e.g. bigger molecules) that are 164 

included in the high-fidelity dataset to facilitate an accurate prediction via the machine learning 165 

model. If certain molecular groups are present in the high-fidelity but are absent in the low-166 

fidelity data, the model predictions will likely fall short. One of the advantages in using group 167 

additivity is that predictions can be made for any type of molecule for which the graph structure 168 

is known, and the required GAVs are determined. Therefore, there is much freedom in 169 

determining the type and number of molecules to incorporate in the low-fidelity data. To ensure 170 

the representativeness of the low-fidelity dataset with the high-fidelity dataset, all high-fidelity 171 

molecules were incorporated in the low-fidelity ones. Additionally, every molecule present in 172 

the high-fidelity data was “augmented”, meaning that a random number of operations were 173 
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performed on that molecule to obtain a new molecule. These operations existed out of adding a 174 

single, double or triple bonded carbon atom, or a branch to the original carbon atom. In this 175 

way, the original high-fidelity molecules were modified to obtain new molecules which all 176 

contain the original molecule as substructure. Every high-fidelity molecule was augmented an 177 

equal number of times to make sure that the low-fidelity data was not biased towards a certain 178 

structure. The low-fidelity regular hydrocarbon, radical, and carbenium ion database consisted 179 

of circa 33.000 molecules each.  180 

The GAVs and NNIs for ∆Hf,298
0 , S298

0 , and Cp
0  of regular hydrocarbons, and radicals 181 

determined by Sabbe et al. were used [6, 8]. For carbenium ions the GAVs and NNIs calculated 182 

by Ureel et al. were applied [50]. The corrections for the number of optical isomers, and internal 183 

and external rotational symmetry were applied to obtain the total entropy. The required 184 

symmetry number and number of optical isomers for these corrections were determined 185 

automatically with Genesys [51]. When multiple resonance structures were possible, the lowest 186 

enthalpy structure was used to determine the thermochemical properties [6]. The group additive 187 

property prediction for all low-fidelity molecules was performed using an in-house developed 188 

Python script. 189 

A comparison between the distribution of the enthalpy of formation of the high-fidelity and 190 

low-fidelity dataset for the regular hydrocarbons is presented in Figure 1. The distribution for 191 

the standard molar entropy, and number of carbon atoms for all datasets is provided in the 192 

supporting information. 193 
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Figure 1. Distribution of the standard enthalpy of formation (∆Hf,298
0 ) for both the high-

fidelity and low-fidelity data for regular hydrocarbons. 

 194 

2.2. Machine Learning Methodology 195 

 Machine Learning Model Architecture 196 

The machine learning model consists of a D-MPNN followed by a regular feedforward NN 197 

similar to the work of Vermeire et al. [34]. The D-MPNN implementation of chemprop [44] 198 

was used in this work, only details relevant to this work and specific adaptations for this work 199 

will be discussed. The model takes the SMILES or InChI of the desired molecule as an input 200 

which are converted to a graph-based representation via the open-source cheminformatics 201 

package RDKit. The molecular properties of the molecule are passed via atom and bond 202 

features. The atom features consist of the atomic number, the number of neighboring atoms, the 203 
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number of neighboring hydrogen atoms, the atom hybridization, the aromaticity, the atom mass, 204 

and the ring size in which the atom is contained. For carbenium ions two additional atom 205 

features are added, being the formal charge of the atom and the minimum number of atoms 206 

between the charge and the atom. Similarly for radicals the valence of the atom and the 207 

minimum numbers of atoms between the unpaired electron and the atom are added as features. 208 

The incorporated bond features are the bond type, the conjugation, the ring type, whether the 209 

bond is rotatable, and the stereochemistry. For carbenium ions and radicals an additional feature 210 

is added to differentiate between bonds neighboring a charged carbon atom or an unpaired 211 

electron respectively. 212 

The D-MPNN converts these atom features and bond features to a latent representation of the 213 

molecule. To this representation, scaled molecular features are concatenated. These molecular 214 

features are the number of aliphatic rings, the number of aromatic rings, the number of rotatable 215 

bonds, the molar mass, and a one-hot encoding for the presence of 1,5-interactions and gauche 216 

interactions, the global symmetry number, the number of optical isomers, and the natural 217 

logarithm of the ratio of the global symmetry number and the number of optical isomers. The 218 

last feature is known to be important to determine the total entropy of a molecule [8, 52]. This 219 

latent molecular representation serves as an input for the NN which then predicts the nine targets 220 

being ∆Hf,298
0 , S298

0 , and Cp
0 at 300 K, 400 K, 500 K, 600K, 800K, 1000 K, and 1500 K. 221 

The same model architecture was applied for both the regular hydrocarbons, radicals and 222 

carbenium ions. While the model architecture remained the same, a different machine learning 223 

model was constructed for every of the three different cases as the thermochemical properties 224 

of regular hydrocarbons, radicals and carbenium ions are so different from one another. This 225 

would result in unproperly distributed targets leading to a suboptimal performance of the 226 
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machine learning model. The hyperparameters of the model were determined by minimizing 227 

the root mean squared error (RMSE) on the validation set. The selected hyperparameters were 228 

the depth of the D-MPNN, the number of MPNN nodes, the number of NN layers, the number 229 

of NN nodes, the number of pretraining epochs, and the number of transfer learning epochs. 230 

Around 30 different sets of hyperparameters were investigated for every model type via trial-231 

and-error as this was not within the scope of this work. The employed model architecture 232 

consisted of a D-MPNN with a message passing depth of 3 and 600 hidden layers with a 233 

LeakyReLu activation function and no dropout or bias. The NN is made up of 3 hidden layers 234 

with each a size of 100 nodes with the LeakyReLu activation function, with bias and no dropout. 235 

The model optimization is performed via the Adam optimizer [53] and based on the mean 236 

squared loss of the normalized targets. The data is split into 10% test data, 10% validation data, 237 

and 80% training data. In general, the training data is used for training the model, the validation 238 

data for the optimization of hyperparameters and the test data to assess the final model 239 

performance. At the end of the training, the model with the lowest loss on the validation set is 240 

selected as the final model for evaluation against the separate test set. For every of the three 241 

cases, five machine learning models were constructed to allow ensembling after transfer 242 

learning, while every of these models were trained on only one fold of the data. 243 

 Transfer Learning Methodology 244 

As previously mentioned, three different machine learning models are trained for either the 245 

regular hydrocarbons, radicals, and carbenium ions but all are constructed via the same 246 

methodology. Initially, the model is pretrained for 700 epochs with a batch size of 10 on the 247 

low-fidelity group additivity data to obtain a model which achieves group additive accuracy. 248 

Subsequently, the model is refined on the high-fidelity quantum chemical data by training for 249 
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30 epochs for the regular hydrocarbons, and carbenium ions, and 40 epochs for radicals. The 250 

number of transfer learning epochs was determined by evaluating the decrease in validation 251 

error. To avoid any overfitting the number of transfer learning epochs was kept low. During 252 

transfer learning, no parameters were frozen. As the radical database is larger than the other 253 

two, a longer training procedure is chosen. For the transfer learning, the model parameters of 254 

the pretrained model are chosen as initial value and both the parameters of the D-MPNN and 255 

NN are refined during the training.  256 

After all hyperparameters were obtained, transfer learning is performed via a standard nested 257 

cross-validation or double cross-validation to split the data in a training, validation and test set 258 

similar to the work of Dobbelaere et al. [54]. Nested cross-validation consists of an inner and 259 

outer loop, where in the outer loop the test data is varied and within every outer loop, the inner 260 

loop varies the validation data. Here, 10 folds of the outer loop are performed such that every 261 

molecule is exactly one time present in the test data. Next for every of these folds, the validation 262 

set is varied in 9 folds such that every remaining molecule is exactly once in the validation set. 263 

The nested cross-validation was only employed to evaluate the final model architecture to avoid 264 

any bias of the obtained model towards the test data. In this way, the model performance on the 265 

entire dataset can be evaluated and there is no bias towards the validation and test data. The 266 

model predictions are determined by ensembling the 9 models of the inner loop to obtain a test 267 

model prediction of every molecule. 268 

The initialization of the machine learning model before the pretraining is of high-importance 269 

due to the large number of parameters in the D-MPNN and feedforward NN. Therefore, an 270 

ensemble of five different machine learning models are constructed per case, following the 271 

aforementioned procedure. It was observed that the ensemble improved the predictions of the 272 

targets compared to a single model.  273 
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 Model Interpretability 274 

A disadvantage of employing machine learning models compared to group additivity is the loss 275 

of interpretability of the constructed models. While with group additivity every structure or 276 

group corresponds with a contribution to the predicted property, a machine learning model 277 

remains a black-box. To unveil this black-box behind a machine learning model methods such 278 

as (SHapley Additive exPlanations) SHAP [55] or (Local interpretable model-agnostic 279 

explanations) LIME [56] exist to help interpret these models.  280 

SHAP aims to explain the decisions the model makes by determining the contribution of every 281 

input feature to the predicted outcome. For molecular prediction this corresponds to 282 

determining the effect of every atom, bond and molecular feature on the predicted outcome. 283 

The framework of SHAP is based on Shapley values [57] which originate from game theory 284 

and allow to determine the importance of every player to the game result. When using SHAP 285 

for machine learning interpretability, these players become the features and the game is the 286 

model prediction. SHAP is increasingly being used to interpret various deep learning models 287 

and can offer valuable insight in what relations the model exploits [58]. However, the 288 

computation of Shapley values is computationally very intensive and scales exponentially 289 

O(2N), therefore several approximative methods exist to determine these values. 290 

Here, the permutation algorithm [59] as implemented in the Python package “shap” is applied 291 

to approximate the SHAP-value. The permutation algorithm masks a random permutation of 292 

atoms, bonds, and molecular features by a zero-vector to identify the importance of every 293 

feature. By sampling the machine learning model output of 10.000 different input permutations 294 

of one molecule, a SHAP-value is obtained which provides the effect of every atom, bond, and 295 

molecular feature on the observed model output. The sum of all SHAP-values for the features 296 
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of one molecule then corresponds to the normalized value of the studied output for that molecule 297 

and allows to analyze the effect of every single part of that molecule to the investigated property 298 

(Figure 2). In this way, a tip of the black-box machine learning algorithm can be unveiled for 299 

the molecular property prediction. 300 
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Figure 2. Illustration of SHAP methodology for the interpretation of ∆Hf,298 prediction for 

molecule A, showing the normalized ∆Hf,298 distribution of the predictions highlighting the 

enthalpy value for molecule A. Every atom and bond of the molecule correspond to a 

SHAP-value which together add up to the normalized ∆Hf,298 of the respective molecule. In 

this case atom B contributes more to the enthalpy than atom A, while bond A results in an 

enthalpy decrease. 

 

 301 

3. Results and Discussion 302 

3.1. Evaluation of Transfer Learning Approach 303 

The presented transfer learning approach is compared with group additivity and a similar 304 

machine learning model architecture only trained on high-fidelity ab initio data without 305 

pretraining initialization denoted as the non-pretrained model. The model accuracies of these 306 

approaches are compared for the regular hydrocarbon dataset in Table 1. The reported errors 307 

comprise the predictions for the entire high-fidelity dataset. For the non-pretrained model and 308 

transfer learning, the predictions were determined via nested cross-validation while the other 309 

models could be directly evaluated on the entire high-fidelity dataset. The prediction accuracy 310 

for heat capacities is shown for Cp,300
0  which is representative for the heat capacity at other 311 

temperatures. The pretrained model achieves a similar model accuracy as the group additive 312 

model, illustrating the adequacy of the pretraining procedure. Moreover, the subsequent transfer 313 

learning on the high-fidelity data, improves significantly upon this pretrained model. The 314 

transfer learning allows to achieve chemical accuracy in the thermochemical property 315 

prediction for a wide variety of hydrocarbons. The importance of the transfer learning procedure 316 
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is highlighted by the poor performance of a non-pretrained model. The limited high-fidelity 317 

dataset clearly does not allow the model parameters to converge to an optimal value and overfits 318 

on the training data. 319 

Table 1. Comparison of the mean absolute error (MAE) and root mean squared error (RMSE) 320 

(value between brackets) for the high-fidelity regular hydrocarbon dataset between group 321 

additivity (GAV), a non-pretrained D-MPNN + NN model, a pretrained model and a 322 

pretrained model refined by transfer learning. The best performing model results are shown in 323 

bold. 324 

MAE (RMSE) 
∆Hf,298

0  

(kJ.mol-1) 

S298
0  

(J.mol-1.K-1) 

Cp,300
0  

(J.mol-1.K-1) 

GAV 4.44 (5.35) 4.76 (6.83) 2.94 (4.79) 

Non-pretrained Model 15.15 (21.61) 10.31 (13.96) 8.30 (11.74) 

Pretrained Model 4.57 (5.51) 4.82 (6.87) 2.95 (4.81) 

Transfer Learning 2.52 (3.58) 2.97 (4.07) 1.66 (2.34) 

 325 

Table 2 depicts the four different model accuracies for the radical database for ∆Hf,298
0 ,  326 

S298
0 , and Cp,300

0 . Long range interactions such as inductive stabilization and steric hindrance 327 

significantly influence the stability of radical species. These delocalized effects cannot be 328 

incorporated within group additivity resulting in a worse prediction accuracy compared to 329 

regular hydrocarbons. Moreover, resonance is more prevalent in radicals which delocalizes the 330 

unpaired electron and can pose issues in complex resonance structures. The radical dataset 331 

contains many heavy hydrocarbons with multiple double and triple unsaturated bonds resulting 332 

in a worse accuracy of the group additive predictions. The pretrained model again matches the 333 

accuracy of group additivity. By further refining the pretrained model on the ab initio database, 334 

the prediction errors could be reduced four times for ∆Hf,298
0  and halved for S298

0  and Cp,300
0  335 
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yielding chemically accurate predictions for the wide range of radicals studied. The significant 336 

improvement is the result of the radical database being the largest high-fidelity database 337 

consisting of 442 radical species of the three studied cases. The non-pretrained model again 338 

fails to discover any detailed correlations between the molecular structure and the 339 

thermochemical accuracy with an error on the ∆Hf,298
0  exceeding 14 kJ.mol-1.  340 

Table 2. Comparison of the mean absolute error (MAE) and root mean squared error (RMSE) 341 

(value between brackets) for the high-fidelity radical dataset between group additivity (GAV), 342 

a non-pretrained D-MPNN + NN model, a pretrained model and a pretrained model refined by 343 

transfer learning. The best performing model results are shown in bold. 344 

MAE (RMSE) ∆Hf,298
0  (kJ.mol-1) 

S298
0  

(J.mol-1.K-1) 

Cp,300
0  

(J.mol-1.K-1) 

GAV 9.40 (10.80) 5.90 (7.50) 3.25 (4.37) 

Non-pretrained Model 14.20 (19.94) 6.49 (8.83) 3.06 (4.21) 

Pretrained Model 9.37 (10.76) 5.96 (7.54) 3.24 (4.37) 

Transfer Learning 2.17 (3.30) 2.79 (3.85) 1.65 (2.31) 

 345 

The group additive accuracy for carbenium ions surpasses that of radical species as the GAVs 346 

were determined from the same high-fidelity dataset as used in this work. The non-pretrained 347 

model performs really poor due to the limited high-fidelity dataset containing data on only 162 348 

carbenium ions. Despite the low amount of data, the transfer learning still allows to improve 349 

upon pretrained model for the prediction of the enthalpy. Especially the decrease in RMSE 350 

shows that the model improves the worst predictions. However, for entropy and heat capacity 351 

transfer learning decreases the model accuracy. Many hypothesis have been evaluated and the 352 

suboptimal learning performance is ascribed to the wide variety of carbenium ions including, 353 

aromatic and cyclic aliphatic and the low amount of data present, resulting in the machine 354 



19 of 40 

learning model failing to detect the trends for entropy and heat capacity. This example again 355 

highlights that group additivity, for its staggering simplicity compared to more complex models, 356 

remains surprisingly accurate highlighting its suitability for pretraining. 357 

Table 3. Comparison of the mean absolute error (MAE) and root mean squared error (RMSE) 358 

(value between brackets) for the high-fidelity carbenium ion dataset between group additivity 359 

(GAV), a non-pretrained D-MPNN + NN model, a pretrained model and a pretrained model 360 

refined by transfer learning. The best performing model results are shown in bold. 361 

MAE (RMSE) 
∆Hf,298

0   

(kJ.mol-1) 

S298
0  

(J.mol-1.K-1) 

Cp,300
0  

(J.mol-1.K-1) 

GAV 4.82 (6.62) 4.92 (6.51) 1.84 (2.57) 

Non-pretrained Model 23.99 (31.19) 13.06 (18.29) 5.33 (7.40) 

Pretrained Model 4.86 (6.70) 4.92 (6.49) 1.83 (2.58) 

Transfer Learning 3.67 (4.92) 6.04 (7.91) 1.97 (2.83) 

 362 

Overall, it is clear that the transfer learning approach allows to significantly improve the model 363 

accuracy over group additivity with only a limited amount of ab initio data. The predictions for 364 

regular hydrocarbons and radical hydrocarbons achieve chemical accuracy for a wide range of 365 

species based on less than 450 datapoints. Also for carbenium ions an improvement in the 366 

∆Hf,298
0  prediction is found, especially for the worst predictions, based on only 162 ab initio 367 

molecules. The improvement of the refined machine learning models over group additivity will 368 

be examined in detail for the three separate cases. Based on an analysis with SHAP-values, the 369 

discovered machine learning correlations are revealed.  370 

3.2. Transfer Learning for Hydrocarbons 371 

The main limitation of group additive models for regular hydrocarbons is the incorporation of 372 

steric effects. The size of a substituent cannot be incorporated in either GAVs or NNIs, which 373 
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is evidently an important influence on steric hindrance. Figure 3 (top) depicts the molecules 374 

with the largest error on the ∆Hf,298
0  for the group additive predictions, up to 16 kJ mol-1. All of 375 

these molecules contain branches that experience steric effects from neighboring branches. 376 

Molecule (a) and (d) contain branched substituents whereas molecule (b) and (c) have linear 377 

substituents. Consequently, group additivity overestimates the stability of molecules (a) and (d) 378 

while underestimating molecules (b) and (c) as group additivity considered an “average” steric 379 

hindrance in the GAV of the C-(C)4 group. Group additivity cannot differentiate between 380 

different substituents as it only looks at the presence of certain substructures resulting in these 381 

large discrepancies between the predictions and the ab initio values. For the worst group 382 

additive predictions (a-d), the transfer learning model improves only minorly over the group 383 

additive predictions. These challenging multi-branched molecules remain exotic and difficult 384 

to model compounds. However, overall the MAE on the standard enthalpy of formation for the 385 

regular hydrocarbon dataset is reduced from 4.44 kJ.mol-1 to 2.52 kJ.mol-1 as depicted in Table 386 

1. 387 
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Figure 3. The molecular structures and the predicted and ab initio values of the ∆Hf,298
0  

(kJ.mol-1) for the worst group additive predictions (top) and the most improved predictions 

for transfer learning (bottom).  

  388 

Figure 3 (bottom) illustrates the molecules with the greatest improvement for transfer learning. 389 

While the GAV-based predictions fail to incorporate the steric effects, the transfer learning 390 

predictions succeeded in this for the four presented molecules. The main improvement of the 391 

transfer learning approach is for hydrocarbons with linear substituents which enthalpy has been 392 

overestimated by group additivity. This effect is more easily captured by models as the linear 393 

chains are less complex in structure than more bulky branched substituents.  394 
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Figure 4. The molecular structures and the predicted and ab initio values of the S298
0  (J.mol-

1.K-1) for the worst group additive predictions 

 395 

Figure 4 shows the worst group additive predictions for regular hydrocarbons of the standard 396 

molar entropy. The steric effects that limit the rotational freedom of the branches, and hence 397 

decrease the entropy, cannot be accounted for in the group additive model, with the GAV-based 398 

predictions overestimating the actual entropy. By applying transfer learning, these predictions 399 

are significantly improved with the average error for these four complex hydrocarbons 400 

decreasing from 29.59 J.mol-1.K-1
 to 11.34 J.mol-1.K-1.  401 

To be able to shed light onto the machine learning predictions an analysis based on SHAP is 402 

performed. The SHAP analysis indicates that the developed models capture the underlying 403 

physical principles well. A representative example of the elaborate analysis for hydrocarbons 404 

is given in Figure 5. It should be noted that the SHAP-values are an approximation of their true 405 

value as the calculation of the exact value is too computationally intensive as specified in the 406 

method section. Nevertheless, these values yield valuable information on the model predictions. 407 

The presented SHAP-values denote the contribution of every atom to the normalized enthalpy 408 

of the molecule, normalized with respect to the prediction distribution. Consequently, a 409 

negative SHAP-value does not necessarily denote a negative contribution to the enthalpy but 410 



23 of 40 

only a negative contribution to the average enthalpy. In Figure 5 the SHAP-values for the 411 

pretrained and transfer learning predictions of 3-ethyl-3-methylpentane are illustrated. Only the 412 

SHAP-values of the atoms are depicted, as the SHAP-values for the atoms were found to be an 413 

order of magnitude higher than those for bonds. The pretrained model identifies that the C-(C)4 414 

is the most destabilizing for the enthalpy of formation compared to the other groups similar to 415 

group additivity. By performing transfer learning, the predicted enthalpy of formation for 3-416 

ethyl-3-methylpentane has decreased. After transfer learning, the machine learning model can 417 

differentiate between the three methyl groups on the ethyl chains and the methyl directly bonded 418 

to quaternary carbon. The enthalpy decrease is mainly contributed due to an additional 419 

stabilizing effect of the end-chain methyl group bonded to the quaternary carbon. clearly 420 

indicating the decrease in steric hindrance, as previously discussed. The SHAP-value of the 421 

other groups remain mainly unchanged representing the adequacy of group additivity in 422 

representing regular hydrocarbons. The analysis based on SHAP clearly indicates that the D-423 

MPNN+NN can excellently discover physical relations based on group additivity and transfer 424 

learning.  425 
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Figure 5. SHAP-values of the atoms for the ∆Hf,298
0  prediction of 3-ethyl-3-methylpentane 

(∆HAb Initio = -221.9 kJ.mol-1) for the pretrained model (top) and transfer learning model 

(bottom) with the corresponding model predictions for ∆Hf,298
0 . The SHAP-values are 

shown on top or below the respective carbon atom. The colored dots on the carbon atom 

depict the change in SHAP-value between the pretrained and transfer learning model. 

 426 

3.3. Transfer Learning for Radicals 427 

The stability of a radical depends on many non-localized interactions such as resonance 428 

stabilization, inductive stabilization and steric hindrance which are challenging to incorporate 429 

in group additivity. Figure 6 (top) illustrates the limitations of group additivity by depicting the 430 

four worst enthalpy predictions. Radicals (a-c) are all stabilized by a delocalized resonance 431 

stabilization which cannot be captured by a single group. Group additivity only considers one 432 
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of the resonance structures when estimating the thermodynamic properties, resulting in 433 

inaccurate predictions when the resonance structures cannot be represented by one group. 434 

Therefore, the group additive predictions significantly overestimate the standard enthalpy of 435 

formation of molecule (a-c). Radical (d) is a highly unstable radical (∆Hf,298
0 = 660.6 kJ.mol-1) 436 

with four different resonance structures of which three secondary radical allenes and one 437 

tertiary radical (depicted in (Fig 6.d)). The original group additive value for C●-(Ct)3 was 438 

determined on the 3-ethynylpenta-1,4-diyn-3-yl which has three primary radical allene 439 

resonance structures. As the primary radical allene resonance structures are much more unstable 440 

than the corresponding secondary radical group, the enthalpy of radical (d) is overestimated by 441 

27.1 kJ.mol-1. These examples showcase how group additivity fails to incorporate delocalized 442 

resonance stabilization. 443 

 

Figure 6. The molecular structures and the predicted and ab initio values of the ∆Hf,298
0  

(kJ.mol-1) for the worst group additive predictions of radical hydrocarbons (top) and the most 

improved predictions for transfer learning (bottom). 

 444 
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Figure 6 (bottom) indicates where transfer learning improved the most upon the group additive 445 

model. Molecules (e-h) are very similar in nature to molecules (a-d), illustrating the excellent 446 

performance of the proposed transfer learning methodology in incorporating these delocalized 447 

effects. Of the presented four molecules the mean absolute error for ∆Hf,298
0  decreases from 448 

25.8 kJ.mol-1 to 3.0 kJ.mol-1. These results illustrate that even when the group additive 449 

predictions are distant from the ab initio value, the transfer learning approach is able to correct 450 

itself with a limited amount of training data (443 radicals). 451 

Figure 7 shows the worst group additive predictions for radical hydrocarbons of the standard 452 

molar entropy. With molecule (a) the steric hindrance of the two cis-interactions is 453 

overestimated, resulting in an underestimation of standard molar entropy by group additivity. 454 

For molecule (b-d) there is an overestimation of the entropy as the branched molecules do not 455 

have a complete rotational freedom. The transfer learning procedure allows to substantially 456 

improve upon these entropy predictions for all four of the presented molecules. This is also seen 457 

from the overall improvement on the entropy and heat capacity MAE from 5.90 to 2.79 J.mol-458 

1.K-1 and 3.25 to 1.65 J.mol-1.K-1 respectively as mentioned in Table 2. 459 

 

Figure 7. The molecular structures and the predicted and ab initio values of the S298
0  (J.mol-

1.K-1) for the worst group additive predictions of radical hydrocarbons. 

 460 
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To investigate whether the model really corrects for inductive and resonance stabilization, its 461 

predictions were examined with SHAP. As illustrative example, Figure 8 depicts the SHAP 462 

analysis for the standard enthalpy of formation of hepta-3,6-dien-1-yn-5-yl for the pretrained 463 

model (resembling group additivity) and the refined transfer learning model. The SHAP-values 464 

of both atom features, bond features, and molecular features were determined but the values for 465 

atom features were found to be the most significant and are presented in Figure 8. In this way, 466 

the learning process of the machine learning model can be analyzed and further insights in how 467 

the model comes to its predictions are extracted.  468 

 

Figure 8. SHAP-values of the atoms for the ∆Hf,298
0  prediction of hepta-3,6-dien-1-yn-5-yl 

(∆HAb Initio = 414.6 kJ.mol-1) for the pretrained model (top) and transfer learning model 

(bottom) with the corresponding model predictions for ∆Hf,298
0 . The SHAP-values are shown 
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on top or below the respective carbon atom. The colored dots on the carbon atom depict the 

change in SHAP-value between the pretrained and transfer learning model. 

 469 

The SHAP-values clearly illustrate that the machine learning model learns physical trends in 470 

both the pretrained as transfer learning model. It observes that the presence of a radical and a 471 

triple or double bond will result in a higher enthalpy increase than average and correctly 472 

identifies which groups result in the highest enthalpy contributions. Moreover, the change in 473 

SHAP-values allows to shed a light onto the transfer learning procedure. The change in SHAP-474 

values is depicted by the colored dots of the respective atoms, with red being a decrease in 475 

SHAP while green represents an increase. The transfer learning procedure greatly reduces the 476 

enthalpy contribution of the radical group. Hepta-3,6-dien-1-yn-5-yl has three resonance 477 

structures, of which only two can be considered by group additivity in the presented 478 

representation by the CH●-(Cd)2 group. The resonance over the triple bond is not incorporated 479 

for the group additive prediction. Via transfer learning this effect is learned by the machine 480 

learning model resulting in a decrease in enthalpy contribution of the radical atom. Moreover, 481 

the enthalpy contribution of the atoms contributing to this resonance are also decreased by 482 

transfer learning. This nicely illustrates how the machine learning model incorporates the 483 

delocalized resonance stabilization and is focused on the relevant patterns in the molecules. The 484 

obtained SHAP-values indicate that the D-MPNN+NN architecture proposed by chemprop 485 

actually follows a physical relation and allows to verify that the model is not overfitted. If the 486 

model would be overfitted the SHAP-values would show no trend or be physically explainable. 487 

For example, the radical carbon atom might be considered to contribute the most to the 488 

molecular stability or the SHAP-values might almost seem random. As the SHAP-values follow 489 

physical relations and are not random one can conclude that the model is not overfitted. This 490 
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type of analysis however does not allow to learn causal effects but allows to shed light on the 491 

general applicability of the model. Moreover, it also proves the adequacy of the presented 492 

transfer learning procedure in extracting novel trends starting from a limited number of high-493 

fidelity ab initio data. 494 

3.4. Transfer Learning for Carbenium ions 495 

Group-additive models are excellent for creating interpretable models but fail to incorporate 496 

non-linear effects. An example of these non-linear contributions are the previously discussed 497 

effects of steric repulsion and inductive stabilization which are prevalent in carbenium ions.  498 

 

Figure 9. The molecular structures and the predicted and ab initio values of the ∆Hf,298
0  

(kJ.mol-1) for the worst group additive predictions of carbenium ions 

 499 

Figure 9 depicts the worst group additive predictions for carbenium ions of the standard 500 

enthalpy of formation. For the small ions (a-c) the previously discussed inductive stabilization 501 

is the main source of deviation for group additivity. The transfer learning model can excellently 502 

correct the group additive approach to improve upon these predictions. For molecule (d) the 503 

group additive model underestimates the stability of the carbenium ion. This is a difficult group 504 

due to the resonance stabilization which delocalizes the positive charge resulting in a complex 505 

charge density. Due to this, the alkyl chains present are more stabilizing than what is expected 506 



30 of 40 

from the graph structure, as these are in closer proximity to a positive charge. While the transfer 507 

learning model improves the enthalpy prediction, its predictions are still inaccurate.  508 

The incorporation of steric effects is another limitation of group additivity. The steric effects 509 

are prevalent in aromatic carbenium ions as the substituents on the aromatic ring influence each 510 

other. Figure 10 depicts the aromatics which are influenced by steric interactions and the group 511 

additive and transfer learning predictions on the standard enthalpy of formation. It is clear that 512 

the transfer learning does not improve upon the group additive predictions. The steric effects 513 

are much more difficult to be captured than inductive stabilization as these effects are dependent 514 

on the substituent size. Therefore, steric hindrance is much more difficult to incorporate, 515 

definitely because the high-fidelity data in carbenium ions is limited to 162 molecules. The 516 

incorporation of steric effects might be improved by providing further information about the 517 

3D-geometry of molecules. Therefore, graph neural networks using 3D-conformers as input 518 

could be a valid strategy for future work. 519 

 

Figure 10. The molecular structures and the predicted and ab initio values of the ∆Hf,298
0  

(kJ.mol-1) for various aromatic carbenium ions exhibiting steric effects. 

 520 

Figure 11 depicts the error on the group-additive predicted values for the standard enthalpy of 521 

formation for two types of carbenium ions with increasing alkyl chain length. There is a clear 522 
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bias with group additivity in overestimating the stability of short-chained species and 523 

underestimating the stability of long-chained compounds. The deviation between the group-524 

additive values and the ab initio determined values is entirely determined by the inductive 525 

stabilization of the alkyl group. The inductive stability is beneficial for the stability of 526 

carbenium ions with an enthalpy difference of 41.43 kJ.mol-1 between 2-propylium and 2-527 

nonylium due to the inductive effect. However, the inductive effect is delocalized and non-528 

linear and therefore impossible to describe based on group additivity resulting in a discrepancy 529 

between ab initio calculations and group additive predictions. Additionally, the inductive effect 530 

is structure-dependent as can be deduced from Figure 11. The gained stability depends on the 531 

stability of the carbenium-group with a higher instability of the carbenium-group resulting in 532 

an increased importance of the inductive effect. For the allylium-group the inductive effect is 533 

less pronounced, as the carbenium ion is already resonance stabilized. Therefore, an even larger 534 

effect of the inductive stabilization is expected for primary alkyl carbenium ions and carbenium 535 

ions neighboring a triple-bonded carbon atom. As the inductive effect is group-dependent no 536 

accurate empirical relation can be proposed to account for this effect.  537 
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Figure 11. Error between GAV predictions (■/), transfer learning predictions (□/) and 

ab initio calculations on standard enthalpy of formation for increasing alkyl chain length of 

a secondary carbenium ion (■/□) and an allylium-group (/). 

 538 

Overall, the stabilization of alkyl chains neighboring the positively charged carbon atom is 539 

significantly underestimated as this value for the GAVs is taken from regular hydrocarbons [50] 540 

and considers no inductive stabilization. Hence, the stability of the C+-(C)2(H) is overestimated 541 

to compensate the lack to incorporate the inductive stabilization effect. Consequently, the 542 

largest deviations of the GAV-predicted values of carbenium ions are a result of the failure to 543 

include this effect. Therefore, the error on the ΔH298
0  prediction is the largest for i-propylium (-544 

27.45 kJ.mol-1), allylium (-20.83 kJ.mol-1), and n-propylium (-18.37 kJ.mol-1) as illustrated in 545 

Figure 9. For long-chained molecules this effect is less distinct as these were more present in 546 

the training data of the group additive model, due to which our GAVs perform adequately for 547 

these molecules.  548 
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A more detailed investigation of the nature of the effect of inductive stabilization can be 549 

performed based on SHAP. Figure 12 depicts the SHAP-values of the atoms for nonan-2-yl for 550 

both the pretrained model trained on group additive predictions (top) and the transfer learning 551 

model (bottom). The pretrained model identifies that the positively charged carbon atom gives 552 

a more positive effect on the enthalpy of formation. It should be noted that the depicted SHAP-553 

values give the contribution of every atom to the deviation of the predicted enthalpy to the 554 

average enthalpy. As the nonan-2-yl is one of the more stable molecules this results in negative 555 

enthalpy contributions for every atom which does not mean that they are all stabilizing. The 556 

transfer learning predictions clearly improve upon group additivity as illustrated in Figure 11 557 

by the square for alkyl chain length 7. The SHAP-values show that the transfer learning 558 

approach is clearly able to correct the group additive model for inductive stabilization. The 559 

transfer learning model identifies that the contribution to the enthalpy of formation of the 560 

charged carbon group is underestimated by group additivity, and the SHAP-value is increased 561 

for the charged carbon. Moreover, it identifies that the stabilizing effect of alkyl chain is 562 

underestimated in the pretrained model and corrects the stabilization of these groups. 563 
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Figure 12. SHAP-values of the atoms for the ∆Hf,298
0  prediction of nonan-2-yl (∆HAb Initio = 

645.4 kJ.mol-1) for the pretrained model (top) and transfer learning model (bottom) with the 

corresponding model predictions for ∆Hf,298
0 . The SHAP-values are shown on top or below 

the respective carbon atom. The colored dots on the carbon atom depict the change in SHAP-

value between the pretrained and transfer learning model. 

 564 

With the transfer learning approach, the machine learning model can clearly improve upon the 565 

group additive enthalpy predictions of the molecules with increasing chain length of Figure 11. 566 

While the group additive predictions are clearly biased due to the inductive stabilization, this is 567 

less the case for the machine learning predictions. Definitely for the larger carbenium ions does 568 

the machine learning model take inductive stabilization properly into account.  569 
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4. Conclusion 570 

By exploiting group additivity with transfer learning, the power of a highly accurate and data-571 

efficient molecular prediction strategy is illustrated. Accurate thermochemical predictions were 572 

obtained for a wide range of hydrocarbons, radicals, and carbenium ions based on 300-450 ab 573 

initio calculations for every type. While group additivity is an excellent approach to develop 574 

interpretable molecular models with a low amount of data, it only allows to incorporate 575 

localized effects. Therefore, transfer learning is employed to improve upon these models and 576 

achieve chemical accuracy for complex molecules by including steric effects, inductive 577 

stabilization, and delocalized resonance effects, while maintaining the data-efficiency. The 578 

transfer learning methodology allowed to halve the error for the hydrocarbon, thermochemical 579 

predictions and reduce the prediction error even by a factor four for hydrocarbon radicals. By 580 

investigating the obtained machine learning models based on SHAP, it was confirmed that 581 

inductive stabilization was excellently incorporated within the models, while steric effects 582 

remain more difficult to capture. The utilization of SHAP demonstrates that the D-MPNN+NN, 583 

through rigorous pretraining and subsequent refinement via transfer learning, adheres to 584 

physical relationships, despite machine learning models typically being regarded as black-box 585 

algorithms that lack interpretability when compared to group additivity. In this way, the present 586 

approach allows to preserve the benefits of group additivity with a minimal loss in 587 

interpretability while significantly improving upon the model accuracy. The successful 588 

application of our developed approach in the case study of hydrocarbons, radicals and 589 

carbenium ions shows that its application might be promising for the wider field of molecular 590 

property or group additive predictions. 591 

 592 
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