Leak localization in Water Distribution Networks
By Directly Fitting the Learning Parameters of a Gaussian Naive Bayes Classifier
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Abstract—Water supply companies around the globe are struggling to meet the needs of an ever-increasing population, while climate change contributes to more drought. At the same time, up to 30% of the total amount of treated drinking water in the water supply system is lost due to leaks. An important strategy to reduce leak losses is using hydraulic modeling to localize leaks in an expert-driven manner. In this paper, we present a hybrid leak localization approach combining both hydraulic modeling and machine learning-based classification. A Gaussian Naive Bayes classifier is trained to localize leaks based on simulated pressures and historical pressure measurements. The simulated pressures are obtained using a hydraulic model of the water supply system. In our methodology, learned parameters of the classifier are inferred directly from processing the simulated and measured pressures, without the need for explicit training. We demonstrate the effectiveness of our leak localization approach by using real leak experiments, achieved by opening hydrants at different locations in an operational water supply system. State-of-the-art results are achieved, similar to an approach where explicit training is still needed.
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I. INTRODUCTION

Leakages in water distribution systems (WDNs) are a major problem for water providers and their customers all around the world. Up to 30% of the total amount of treated drinking water is lost to leaks, resulting in substantial economic, societal and environmental losses [1]. Leakages result in inefficient distribution of energy within the network, wasting energy necessary for pumping the water towards customers. Leakages exacerbate water scarcity problems. Leaks also impact water quality since low pressure conditions are introduced in the WDN, potentially leading to infected water. Furthermore, leakages may lead to substantial damages caused by running water [2]. It is therefore crucial to prevent, identify, and stop water leakage in WDNs.

The most common approach for localizing water leaks in WDNs is to carry out surveys using portable measurement tools [3]. These tools detect vibrations caused by water leaking from pressurized pipelines. Although the effectiveness of this approach has been thoroughly established, it still has shortcomings. Most notably, it requires a lot of manual labor, and its accuracy depends on the expertise of the operator handling the measurement tools [4].

An alternative approach to leak localization is to use software-based methods, which eliminate the need for large-scale, manual surveys. Software-based methods rely on computational algorithms and automated data-analysis for finding anomalies in hydraulic time-series data patterns. Sensors in the field are used to monitor WDN parameters such as pressure, mass flow-rate or temperature [5]. Software-based methods can be divided into three categories: model-based approaches, data-driven approaches and hybrid approaches.

In model-based approaches, an analytic model of the WDN is built based on hydraulic laws describing its operation. This model is then used in fault detection and isolation techniques [6]. A main disadvantage of these approaches is that the localization performance is directly tied to the accuracy of the hydraulic model. Some examples of this approach have been published by Blesa et al. [7] and Perez et al. [8].

In data-driven approaches, leaks are localized based on the
application of statistical and machine learning techniques to historical data. This strategy has gained popularity in recent years, due to the increasing amount of data collected in WDNs [6]. A main drawback using purely data-driven approaches for localizing leaks, is that usually the amount of data does not suffice to represent different leak scenarios. Recent examples can be found in Zhou et al. [9] and Navarro et al. [10].

In hybrid approaches, model-based and data-driven techniques are combined to integrate their strengths into one single strategy [11]. Here, data-driven approaches (such as statistical process control or machine learning classification) are applied to data generated by a hydraulic model of the WDN [12], [13].

In this paper, we propose a hybrid leak localization approach combining hydraulic modeling and data-driven classification. Pressure measurements of various leak scenarios are simulated using a hydraulic model of the WDN. In combination with historical pressure measurements in leak-free conditions, these simulated pressures are processed into features to be used for leak location classification. The classification is performed by a Gaussian Naive Bayes (GNB) classifier. Whereas state-of-the-art data-driven and or hybrid approaches require an explicit training step, a compelling aspect of our approach is that the classifier does not actually need to be trained using the processed features. Rather than estimating the learned parameters from these features, the GNB parameters can be fitted directly using the processed pressure time-series. The leak localization performance of the presented classifier is tested using real leak experiments in an operational WDN and compared to a state-of-the-art approach that needs explicit training.

The rest of this article is organized as follows. In Section 2, the data and methodology is described. In Section 3, the results of the presented leak localization methodology are presented and discussed. Section 4 draws the conclusion of this article.

II. METHODS

A. Data

In this work, we evaluate our leak localization methodology in BK-Town, a WDN managed by De Watergroep in Belgium [14]. Its topological structure is shown in Fig. 1. Hydrants are considered as potential leak locations, consisting of 360 locations in total. The hydrants of the network are visualized as nodes in the graph. Pipes are represented by edges in the graph.

A total of 9 leak experiments were performed in the WDN, which we each aim to localize. Leaks were emulated by opening hydrants for a period of 20 minutes. The resulting leaks are representative for real in-field leaks. During each leak experiment, water is lost through the hydrant at approximately 10 m$^3$/h. Pressure data was collected using the 19 pressure sensors shown in Fig. 1. The pressure measurement time-series are sampled at 5-minute intervals.

B. Overview of the leak localization approach

An overview of our leak localization methodology is given in Fig. 2. We aim to illustrate how a trained leak classifier is obtained, starting from a hydraulic WDN model and pressure measurements, without needing an explicit training step. The whole methodology is now described from a high-level perspective.

First, pressure time-series of different leak scenarios are generated in every hydrant by simulating the WDN using a hydraulic model in leaky (1a) and leak-free conditions (1b) (see Section II-C), resulting in simulated pressure time-series (2). A Time-Windowed Head Bias Correction (TWHBC) is then applied (see [14]) to these time-series, by comparing them with historical pressure measurements (3). The reason for using the TWHBC, is that bias corrections and uncertainties are added to the simulated pressures. These corrected pressures (4) are a more faithful representation of the real system, since sensor noise and hydraulic modeling errors are accounted for.
These time-series are then converted into features (5) (see Section II-D), where each leak location is represented by a class. This dataset can then be used to train a classification model (6). However, we show that it is possible to omit generating the features. Instead, the learning parameters of a Gaussian Naive Bayes classifier can be found directly by making use of the TWHBC calculations. We describe the methodology in more detail in the following sections.

C. Pressure head time-series

As is common in hydraulic WDN modeling, we make use of pressure head values (in meter units) instead of pressures (bar units). Pressure data is converted to head values by multiplication of a conversion factor, i.e., 10.1974 [14]. The elevation of the pressure measurement location is then added to obtain the final pressure head value.

The WNTR package [15] was used to obtain the simulated pressure heads of the BK-Town network. The Hazen–Williams equation is used to calculate the pipe friction factors [16]. A leak scenario in every hydrant of the WDN is simulated, by adding a demand of 10 m$^3$/h to a nearby leak experiment of size 10 m$^3$/h. A leak in node $i$ is noted as $l_i$ ($i = 1, ..., N$), and a pressure sensor by $j$ ($j = 1, ..., M$). The day is indicated by $k$, with $k = K$ (i.e., 12) corresponding to the day for which the TWHBC is computed. For sensor $j$ and day $k$, the following head values and residuals can then be defined:

- $h_{j,k}^m$ is the measured head.
- $h_{j,k}^0$ is the leak free simulated head.
- $h_{i,j,k}$ is simulated head for leak location $l_i$.
- $r_{j,k}^0 = h_{j,k}^0 - h_{j,k}^m$ is the head residual corresponding to the leak free simulation.

The means of the TWHBC are computed by averaging $r_{j,k}^0$ over the days preceding $k = K$:

$$r_{j,k}^0 = \frac{1}{K-1} \sum_{k=1}^{K-1} r_{j,k}^0.$$  \hspace{1cm} (1)

Similarly, we obtain the standard deviations of the TWHBC:

$$\sigma_j = \sqrt{\frac{1}{K-2} \sum_{k=1}^{K-1} (r_{j,k}^0 - \bar{r}_j^0)^2}.$$  \hspace{1cm} (2)

To correct for this difference, the difference is quantified using the 11 workdays before the day of the measurement. For example, when considering August 5, we start to calculate this difference on July 21. For example, if the interval from 12:00 to 12:20 is considered, the difference for this interval is calculated 11 times starting from July 21. The mean and standard deviation of these values are then used to correct for the difference between the current head simulation and measurement.

D. From TWHBC to training a GNB classifier

In general, measured physical properties of a physical system never correspond perfectly with their simulated counterparts obtained from a mathematical model representing the system. As for a WDN, measured pressure head values do not correspond perfectly to their simulated values obtained from a WNTR simulation, due to hydraulic modeling errors and pressure sensor noise.

Measured head values for one pressure sensor are shown as a grey line in Fig. 3. More specifically, the average head value for every interval of 20 minutes (e.g., from 12:00 to 12:20) is shown. The head values obtained from the WNTR simulation are shown as a blue line. As can be seen, the simulation can differ considerably from the measurement, depending on the time of day, since the simulation is an imperfect representation of the real system.

For the interval from 13:40 to 14:00, we note that the real measured head value drops considerably. This drop occurs due to a nearby leak experiment of size 10 m$^3$/h happening during that interval. For this reason, we also show the head values for a leak simulation of size 10 m$^3$/h at this hydrant, after application of the TWHBC, as a ±1σ interval in red. Since this simulation takes the head drop resulting from the leak into account, it conforms better with the measured head value.

1) Pressure head residuals: We now formally define our leak localization methodology. To avoid too many indices in the mathematical notation, we assume a given time-window (e.g. 13:40 to 14:00), without explicitly notating this window. We name this correction, including the uncertainty interval, the "Time-Windowed Head Bias Correction".

For the interval from 13:40 to 14:00, we note that the real measured head value drops considerably. This drop occurs due to a nearby leak experiment of size 10 m$^3$/h happening during that interval. For this reason, we also show the head values for a leak simulation of size 10 m$^3$/h at this hydrant, after application of the TWHBC, as a ±1σ interval in red. Since this simulation takes the head drop resulting from the leak into account, it conforms better with the measured head value.

For example, when considering August 5, we start to calculate this difference on July 21. For example, when considering August 5, we start to calculate this difference on July 21. For example, if the interval from 12:00 to 12:20 is considered, the difference for this interval is calculated 11 times starting from July 21. The mean and standard deviation of these values are then used to correct for the difference between the current head simulation and measurement. The corrected head simulation is shown as a ±1σ (i.e., the standard deviation) interval in blue in Fig. 3 for every 20-minute interval of August 5. We name this correction, including the uncertainty interval, the Time-Windowed Head Bias Correction.
2) Training the GNB classifier: Examples of hybrid leak localization methodologies where features are constructed from pressure head residuals can be found in earlier work: in [12], [17] the uncertainties per class are caused by randomly varying demands at customer nodes and adding artificial pressure sensor noise; in [18] a similar approach is used, where pressure residuals are transformed into a cosine space. In these approaches features need to be generated in order to train a ML classifier (as exemplified in Fig. 4). We will now describe how a GNB classifier can be trained without needing to generate these features.

In the Naive Bayes assumption, a class conditional density of the following type is used:

$$p(x_i|y=c, \theta) = \frac{p(y = c|\pi)p(x_i|y = c, \theta_{dc})}{\sum_{c'} p(y = c'|\pi)\prod_{d=1}^{D} p(x_d|y = c', \theta_{dc})}$$

with $\theta_{dc}$ the parameters for the class conditional densities of class $c$ and feature $d$. The posterior over the class labels is then given by

$$p(y = c|x, \theta) = \frac{p(y = c|x, \theta)}{\sum_{c'} p(y = c'|x, \theta)}$$

In Fig. 4, a visualization of the head residuals is given for 2 pressure sensors, enabling a visualization in 2D. Head residuals are shown for every leak candidate, using one colour for 2 pressure sensors, enabling a visualization in 2D. Head

The head residual of sensor 2 (m)

The head residual of sensor 1 (m)

$x_i$ samples $x_i \pm \sigma$ of leak location $i$

line corresponds with $h_{j,K}^0$, with $j$ the index corresponding to the pressure sensor in the figure. $(h_{j,K}^0 - \bar{r}_j^0) \pm \sigma_j$ corresponds to the leak-free simulation. $(h_{i,j,K}^0 - \bar{r}_j^0) \pm \sigma_j$ corresponds to the leak simulation, with $i$ indicating the hydrant leak location which was simulated.

We now define the pressure head residuals on which classification is performed. Residuals for the leaky simulations are written as

$$x_{i,j} = h_{i,j,K}^0 - h_{i,j,K}.$$  

Note that $\bar{r}_j^0$ does not appear in this expression, as both $h_{j,K}^0$ and $h_{i,j,K}$ are debiased with this value (as shown in Fig. 3). These residuals can be summarized in a vector over all pressure sensors ($j = 1, \ldots, M$):

$$\mathbf{x}_i = h_{i,K}^0 - h_{i,K}.$$  

Residuals for the measured head values are written as

$$\tilde{x}_j = h_{j,K}^0 - \bar{r}_j^0 - h_{j,K}^m.$$  

The corresponding residual vector is then written as:

$$\mathbf{\tilde{x}} = h_{K}^0 - \bar{r}_0 - h_{K}^m.$$  

In Fig. 4, a visualization of the head residuals is given for 2 pressure sensors, enabling a visualization in 2D. Head residuals are shown for every leak candidate, using one colour per leak candidate. Instances of simulated residual vectors are obtained by randomly sampling the Gaussians defined by the standard deviations $\sigma_j$, and means $\mathbf{x}_i$. A leak location $l_i$ is thus characterized by a cloud of head residual vectors typical for that leak. We also show an example of measured pressure head values $\tilde{\mathbf{x}}$ in this feature space, indicated by the black cross.

In these approaches features need to be generated in order to train a ML classifier (as exemplified in Fig. 4). We will now describe how a GNB classifier can be trained without needing to generate these features.

Note that $\bar{r}_j^0$ does not appear in this expression, as both $h_{j,K}^0$ and $h_{i,j,K}$ are debiased with this value (as shown in Fig. 3). These residuals can be summarized in a vector over all pressure sensors ($j = 1, \ldots, M$):

$$\mathbf{x}_i = h_{i,K}^0 - h_{i,K}.$$  

Residuals for the measured head values are written as

$$\tilde{x}_j = h_{j,K}^0 - \bar{r}_j^0 - h_{j,K}^m.$$  

The corresponding residual vector is then written as:

$$\mathbf{\tilde{x}} = h_{K}^0 - \bar{r}_0 - h_{K}^m.$$  

In these approaches features need to be generated in order to train a ML classifier (as exemplified in Fig. 4). We will now describe how a GNB classifier can be trained without needing to generate these features.

In the Naive Bayes assumption, a class conditional density of the following type is used:

$$p(x_i|y=c, \theta) = \prod_{d=1}^{D} p(x_d|y = c, \theta_{dc})$$

with $\theta_{dc}$ the parameters for the class conditional densities of class $c$ and feature $d$. The posterior over the class labels is then given by

$$p(y = c|x, \theta) = \frac{p(y = c|x, \theta)}{\sum_{c'} p(y = c'|x, \theta)}$$

In [12], [17] the uncertainties per class are caused by randomly varying demands at customer nodes and adding artificial pressure sensor noise; in [18] a similar approach is used, where pressure residuals are transformed into a cosine space. In these approaches features need to be generated in order to train a ML classifier (as exemplified in Fig. 4). We will now describe how a GNB classifier can be trained without needing to generate these features.

In the Naive Bayes assumption, a class conditional density of the following type is used:

$$p(x_i|y=c, \theta) = \prod_{d=1}^{D} p(x_d|y = c, \theta_{dc})$$

The learning parameters of the classifier are usually fit using maximum likelihood estimation.

The learning parameters are already available. The means correspond with pressure residuals $\mathbf{x}_i$ in Eq. (4) and the standard deviations correspond with $\sigma_j$ in Eq. (2). Hence, these parameters can be inserted directly into GNB classifier, without generating the features first.

The resulting GNB classification model is trained on leak simulations, and is used to classify real pressure head measurements. We also introduce a form of regularization, so that the classifier generalizes its predictions to real measurements ([14], [17]). To do so, we introduce an extra hyperparameter $k$ to the class conditional densities of Eq. (9), resulting in Eq. (10). $k$ is a scaling factor that increases the variance of each univariate Gaussian with a constant factor:

$$p(x_d|y = c, \theta_{dc}) = \prod_{d=1}^{D} \mathcal{N}(x_d|\mu_{dc}, k\sigma_{dc}^2)$$

where $\mu_{dc}$ and $\sigma_{dc}$ define the Gaussian distribution of feature $d$ with class label $c$ [19]. Thus, a GNB classifier is a generative classifier with each class being modeled as a multivariate Gaussian with a diagonal covariance matrix. The learning parameters of the classifier are usually fit using maximum likelihood estimation.

Through the calculation of the TWHBC however, these learning parameters are already available. The means correspond with pressure residuals $\mathbf{x}_i$ in Eq. (4) and the standard deviations correspond with $\sigma_j$ in Eq. (2). Hence, these parameters can be inserted directly into GNB classifier, without generating the features first.

The resulting GNB classification model is trained on leak simulations, and is used to classify real pressure head measurements. We also introduce a form of regularization, so that the classifier generalizes its predictions to real measurements ([14], [17]). To do so, we introduce an extra hyperparameter $k$ to the class conditional densities of Eq. (9), resulting in Eq. (10). $k$ is a scaling factor that increases the variance of each univariate Gaussian with a constant factor:

$$p(x_d|y = c, \theta_{dc}) = \prod_{d=1}^{D} \mathcal{N}(x_d|\mu_{dc}, k\sigma_{dc}^2)$$

where $\mu_{dc}$ and $\sigma_{dc}$ define the Gaussian distribution of feature $d$ with class label $c$ [19]. Thus, a GNB classifier is a generative classifier with each class being modeled as a multivariate Gaussian with a diagonal covariance matrix. The learning parameters of the classifier are usually fit using maximum likelihood estimation.

Through the calculation of the TWHBC however, these learning parameters are already available. The means correspond with pressure residuals $\mathbf{x}_i$ in Eq. (4) and the standard deviations correspond with $\sigma_j$ in Eq. (2). Hence, these parameters can be inserted directly into GNB classifier, without generating the features first.
3) Evaluation: As here only a small number (9 samples) of in-field leak experiments can be used as test data, we evaluate and report the average cross-entropy loss calculated over all leak experiments per hyperparameter $k$ in Eq. (10). A map of the leak probability predictions for the best hyperparameter is then visualized. Results are compared to the results published in [14], where a state-of-the-art Elastic-Net logistic regression model was presented to classify the leaks in the BK-Town network.

III. RESULTS AND DISCUSSION

The mean cross entropy over all leak experiments, computed over different values for hyperparameter $k$ of Eq. (10) is shown in Fig. 5. As can be seen, the optimal value is reached for $k = 4$, resulting in a mean cross entropy of 4.82. This value is slightly higher than the optimal value equal to 4.80 obtained in [14], however no explicit training step was required. Predicted leak probabilities for both the GNB and Elastic-Net logistic regression models of two leak experiments are shown in Figures 6 and 7 for $k = 4$. Higher leak probabilities are shown in a darker color. We observe that the true leak locations are located in the most probable leak regions predicted by the GNB model. The results are very similar compared to the logistic regression model, except that the use of our GNB methodology results in slightly smoother changes in the leak probabilities towards the true leak location. Hence, it is interesting to observe that an almost similar leak localization performance can be achieved, without the need to actually generate the classification features and train a model on those features, showing the potential of the presented GNB approach for leak localization.

IV. CONCLUSION

The proposed hybrid leak localization methodology in this work uses a combination of hydraulic and data-driven modeling, applied to pressure sensor measurements in a WDN. We have shown the effectiveness of our methodology in an operational WDN, and compared its leak localization performance with a state-of-the-art Elastic-Net logistic regression model trained on pressure head residual features [14]. Our methodology results in a comparable cross entropy loss, and qualitatively similar leak probability predictions while not needing the explicit training step of SOTA alternatives. Future work on the methodology could on the one hand focus on alternative strategies to regularize the GNB classifier, and on the other hand predicting the occurrence of multiple leaks in the WDN.
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