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SUMMARY 

Whole genome sequencing (WGS) has opened up a lot of new possibilities for virus 

surveillance, however, many applications have remained unexploited in the context of routine 

surveillance, which is the core business of national reference centres and public health 

institutes such as Sciensano. The virus surveillance aims to monitor the circulating strains by 

collecting viral genomic data, characterising the viruses and if possible to link it to patient data. 

It is in particular important to evaluate the pathogenicity, vaccine and antiviral drug 

susceptibility of these circulating strains. WGS enables tracking viral outbreaks and estimating 

the virus spread in a given population, how fast the virus is mutating, as well as the impact of 

genetic modifications on human disease. This thesis aims to explore the added value and 

challenges of this genomic approach for virus surveillance and how to overcome these 

challenges in order to receive the highest benefit from these approaches. Within this thesis, 

we were mainly focused on respiratory samples in the influenza surveillance and wastewater 

samples in the SARS-CoV-2 surveillance. 

Regarding the influenza genomic surveillance, we have first evaluated the possible added 

value of using WGS to identify viruses with one or more mutations that are associated with 

antiviral drug resistance. Due to the extensive use of neuraminidase inhibitors to treat 

influenza, the antiviral influenza drug susceptibility has long focussed on the neuraminidase 

segment. We showed that with the emergence of new antiviral drugs that target other 

segments, there is an increased need to obtain information about the whole influenza genome 

and we evaluated how WGS could be implemented to detect drug resistance mutations in 

clinical influenza virus isolates. 

Secondly, we assessed how WGS of clinical samples can improve the routine surveillance 

of circulating influenza strains in humans. Indeed, the hemagglutinin segment has been the 

principal target region in classical influenza surveillance programmes, besides neuraminidase. 

Consequently, relatively little information is available about the other segments. Much needed 

improvement of the influenza genetic surveillance can be provided by using WGS, which can 

facilitate inferring potential links between genomic data from the whole genome and disease 

and host characteristics. In this thesis, a new way of classifying the influenza viruses based on 

the whole genome was proposed. This may allow an improved vaccine strain selection, but 

also for the future next-generation antiviral drugs and vaccines that will not solely focus on 

neuraminidase and hemagglutinin. Moreover, mutations across the whole genome and 

reassortments could be detected and linked to patient data with significant associations as a 

result. Furthermore, because of the high diversity within influenza subtypes, a new approach 
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was proposed that classifies the influenza viruses based on their phylogenetic relatedness and 

reduces the viral genetic background before analysing the mutations in relation to the patient 

data. Besides the advantage of obtaining the whole genome in one reaction, WGS also offers 

the opportunity to sequence patient-derived virus population at sufficiently high depths to 

identify low-frequency variants present in a viral quasispecies. However, due to experimental 

errors from the PCR and NGS, it is a challenge to distinguish these low-frequency variants 

from the experimental errors while considering the limiting circumstances of a routine setting 

where it is improbable that samples will be sequenced multiple times in order to identify more 

easily the experimental errors. Therefore, we proposed a general approach to identify these 

low-frequency variants that ensures high-quality results and remains feasible using clinical 

samples in routine surveillance. Although the approaches were successfully developed in this 

thesis, the results are presented as a proof of concept because of the limited number of 

influenza samples that were available within the Belgian influenza dataset. The challenge of 

having a middle-sized collection will probably be encountered by most countries due to the 

cost of WGS. This highlights the need for a public worldwide database that contains patient 

data that is linked in a harmonised way with genomic data. This enables the analysis of results 

obtained at a local level, and compare them at the global level. 

Not only the influenza surveillance on clinical samples can benefit from WGS, WGS can 

also benefit the SARS-CoV-2 surveillance. We focused on monitoring SARS-CoV-2 using 

wastewater surveillance. First, we looked at how the global effort to sequence SARS-CoV-2 

whole genomes could be an improvement over the current surveillance based on polymerase 

chain reaction techniques through the design and in silico evaluation of primers and probes 

while considering a broad spectrum of variants. Therefore, to deal with this challenge we 

propose an approach that allows the evaluation of the in silico specificity of the assay based 

on publicly available WGS data combined with minimal experimental testing to evaluate the in 

vitro performance of the assay for respiratory and wastewater samples. Moreover, wastewater 

samples that contain human faeces have the advantage that it includes multiple variants and 

reflects the circulating strains in a given population at a specific time. Therefore, by developing 

an analytical sequencing strategy that identifies and measures all circulating variants in a 

sample, a good global picture of the epidemiological spread and evolution of circulating strains 

is obtained without a priori knowledge. In this thesis, we evaluated whether high-throughput 

sequencing of a sample that has been enriched by PCR and that targets the whole SARS-

CoV-2 genome, would be able to identify and quantify low-frequency variants. To start to 

address this question, an in silico dataset has been constructed by mixing wild-type 

sequencing data obtained by PCR enrichment and by introducing mutations of interest in raw 

wild-type sequencing data. The SARS-CoV-2 B.1.1.7 lineage was used as a case study. The 
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use of such in silico datasets to mimic the diversity in SARS-CoV-2 variants in wastewater, 

allowed the development of a workflow and the set-up of minimal quality criteria in order to 

take full advantage of the opportunities of NGS to try and define the population of SARS-CoV-

2 and its variants present in wastewater. This will enable trying out this approach on real 

wastewater samples in the near future. 
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SAMENVATTING 

Whole genome sequencing (WGS) heeft veel nieuwe mogelijkheden voor virale 

surveillance geopend, maar veel toepassingen zijn onbenut gebleven in de context van 

routinematige surveillance, de kernactiviteit van nationale referentielaboratoria en 

volksgezondheidsinstituten zoals Sciensano. De virale surveillance heeft als doel de 

circulerende influenza virussen te monitoren door virale genetische gegevens te verzamelen, 

de virussen te karakteriseren en indien mogelijk te linken aan patiëntgegevens. Het is namelijk 

belangrijk om de pathogeniteit en de gevoeligheid voor vaccins en antivirale geneesmiddelen 

van deze circulerende stammen te evalueren. WGS maakt het mogelijk om virale uitbraken op 

te volgen en het staat toe om de virale verspreiding in een bepaalde populatie, de 

mutatiesnelheid van het virus en de impact van genetische modificaties op menselijke ziekten 

in te schatten. Deze thesis heeft tot doel de toegevoegde waarde en uitdagingen van sommige 

van deze genomische methodes voor virale surveillance te onderzoeken en hoe deze 

uitdagingen kunnen worden overwonnen om het meeste voordeel uit deze methodes te halen. 

In deze thesis hebben we ons voornamelijk gericht op respiratoire stalen in de 

griepsurveillance en afvalwaterstalen in de SARS-CoV-2-surveillance. 

Met betrekking tot de genomische surveillance van influenza hebben we eerst de 

mogelijke toegevoegde waarde geëvalueerd van het gebruik van WGS om de aanwezigheid 

van virussen te detecteren met een of meer mutaties die geassocieerd zijn met resistentie 

tegen antivirale geneesmiddelen. Als gevolg van uitgebreid gebruik van neuraminidase 

inhibitoren voor de behandeling van influenza, heeft de gevoeligheid voor antivirale 

influenzageneesmiddelen zich lang geconcentreerd op het neuraminidase segment. We laten 

zien dat door de opkomst van nieuwe antivirale geneesmiddelen die gericht zijn op andere 

segmenten, er een grotere behoefte is om informatie te verkrijgen over het hele 

influenzagenoom en we hebben geëvalueerd hoe WGS kan worden geïmplementeerd om 

resistentiemutaties tegen antivirale middelen te detecteren in klinische influenza virus stalen. 

Ten tweede hebben we onderzocht hoe WGS van klinische stalen de routinematige 

surveillance van circulerende influenza virussen bij mensen kan verbeteren. Het 

hemagglutinine segment was de belangrijkste target in klassieke surveillanceprogramma's 

voor griep, naast neuraminidase. Er is dan ook relatief weinig informatie beschikbaar over de 

andere segmenten. De cruciale verbetering van de genetische surveillance van influenza kan 

worden tegemoetgekomen door WGS te gebruiken, wat het afleiden van potentiële verbanden 

tussen genomische gegevens van het hele genoom en de patiëntgegevens kan 

vergemakkelijken. In deze thesis werd een nieuwe manier voorgesteld om de influenza 
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virussen te classificeren op basis van het hele genoom. Dit maakt een verbeterde selectie van 

vaccinstammen mogelijk voor de huidige vaccins, maar ook voor de toekomstige antivirale 

geneesmiddelen en next-generation vaccins die zich niet alleen zullen richten op 

neuraminidase en hemagglutinine. Bovendien konden mutaties over het hele genoom en 

reassortanten worden gedetecteerd en gekoppeld aan patiëntgegevens met significante 

associaties als resultaat. Bovendien, vanwege de grote diversiteit binnen de subtypes van 

influenza, werd een nieuwe methode voorgesteld die de influenza virussen classificeert op 

basis van hun fylogenetisch verwantschap en op die manier de virale genetische achtergrond 

vermindert voordat de mutaties in relatie tot de patiëntgegevens worden geanalyseerd. Naast 

het voordeel van het verkrijgen van het hele genoom in één reactie, biedt WGS ook de 

mogelijkheid om van de viruspopulatie van een patiënt aan lage frequenties te sequencen om 

de varianten met een lage frequentie, die aanwezig zijn in een virale quasispecies, te 

identificeren. Vanwege de experimentele fouten van de PCR en NGS is het echter een 

uitdaging om deze varianten aan een lage frequentie te onderscheiden van de experimentele 

fouten, rekening houdend met de beperkende omstandigheden van een routinelaboratorium 

waar het onwaarschijnlijk is dat stalen meerdere keren worden gesequenced om 

experimentele fouten gemakkelijker te identificeren. Daarom stellen we een algemene aanpak 

voor waarbij deze varianten aan een lage frequentie worden geïdentificeerd waarbij een hoge 

kwaliteit van de resultaten wordt gegarandeerd en haalbaar blijft met behulp van klinische 

stalen in routinematige surveillance. Hoewel de methodes met succes werden ontwikkeld in 

deze thesis, worden de resultaten gepresenteerd als een proof of concept vanwege het 

beperkte aantal griepstalen binnen de Belgische griepdataset. De uitdaging van het hebben 

van een middelgrote collectie zal waarschijnlijk door de meeste landen worden ondervonden 

vanwege de kosten van WGS. Dit onderstreept de behoefte aan een openbare wereldwijde 

database met patiëntgegevens die op een geharmoniseerde manier is gekoppeld aan 

genomische gegevens. Dit zou het mogelijk maken om de resultaten die op lokaal niveau zijn 

verkregen, te vergelijken en op een globaal niveau. 

Niet alleen de griepsurveillance op klinische stalen kan profiteren van WGS, daarom 

hebben we ons voor de SARS-CoV-2 surveillance gericht op het monitoren van dit virus met 

behulp van de afvalwater surveillance. Eerst hebben we gekeken hoe de wereldwijde 

inspanning om hele SARS-CoV-2 genomen te sequencen de huidige surveillance op basis 

van PCR zou kunnen verbeteren door het ontwerp en in silico evaluatie van primers en probes, 

terwijl we een grote waaier aan varianten in overweging nemen. Om deze uitdaging aan te 

gaan, stellen we daarom een methode voor die de evaluatie van de in silico specificiteit van 

de test mogelijk maakt op basis van openbaar beschikbare WGS-gegevens in combinatie met 

minimale experimentele tests om de in vitro resultaten van de test voor klinische en 
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afvalwaterstalen te evalueren. Bovendien hebben afvalwaterstalen die menselijke faeces 

bevatten het voordeel dat het meerdere varianten bevat en de circulerende virussen in een 

bepaalde populatie op een bepaald moment weerspiegelt. Door een analytische 

sequentiestrategie te ontwikkelen die alle circulerende varianten in een staal identificeert en 

meet, wordt daarom een goed globaal beeld verkregen van de epidemiologische verspreiding 

en evolutie van circulerende stammen zonder a priori kennis. In deze thesis hebben we 

geëvalueerd of high-throughput sequencing van een staal door middel van PCR-verrijkte 

targeting van het hele SARS-CoV-2 genoom in staat zou zijn om varianten aan een lage 

frequentie te identificeren en te kwantificeren. Om deze vraag te beantwoorden, is een in silico 

dataset samengesteld door wildtype sequencing gegevens die zijn verkregen door PCR 

targeting te mengen en door interessante mutaties in wild-type sequencing gegevens te 

introduceren. De SARS-CoV-2 B.1.1.7-afstamming werd gebruikt als case studie. Het gebruik 

van een dergelijke in silico dataset om de diversiteit in SARS-CoV-2 varianten in afvalwater na 

te bootsen, maakte de ontwikkeling mogelijk van een workflow en het opstellen van minimale 

kwaliteitscriteria om ten volle te profiteren van de mogelijkheden van NGS om te proberen de 

populatie van SARS-CoV-2 en zijn varianten die aanwezig zijn in afvalwater te definiëren. 

Hierdoor zal deze aanpak in de nabije toekomst op echte afvalwaterstalen kunnen worden 

uitgeprobeerd. 
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GLOSSARY 

 Amino acid: An amino acid is a building block of proteins, which is a combination of 

multiple amino acids. In some cases, a nucleotide mutation can lead to a change in 

amino acid, which could affect the produced protein. 

 Amplicon: An amplicon is a specific DNA product that is generated by PCR. 

 Antibody: An antibody is an immunoglobulin protein of the immune system that 

circulates in the blood. They are produced as a response to the detection of an antigen. 

Antibodies can be produced artificially to be used in antigen detection tests. 

 Antigen: An antigen is a substance recognized by the immune system that stimulates 

an immune response.  

 Assembly: An assembly uses sequencing reads to reconstruct larger genomic 

fragments 

 Base pair (bp): Thymine (T) and Adenosine (A) are complementary nucleotides bound 

by two hydrogen bonds while Cytosine (C) and Guanine (G) are connected by three 

hydrogen bonds. Base pairs are used to measure the length of sequencing reads. 

 Coverage: The coverage is the number of times a nucleotide at a particular position in 

the genome has been read. Each position in the genome is overlapped by sequenced 

fragments. 

 De Bruijn graph: The De Bruijn graph is a directed graph that is used to represent 

overlapping strings in a collection of k-mers and is used for de novo genome assembly 

of short reads. K-mers are used as basic sequence elements and exact overlaps of 

defined lengths between each k-mer is necessary. The sequence reads are split into 

all possible k-mers for genome assembly. Subsequently, overlapping k-mers are linked 

by edges in the graph after which reads are mapped onto the graph. This greatly 

reduces the computational complexity of genome assembly. 

 Deletion: A deletion is a mutation that has been incorporated during DNA replication or 

data generation. A deletion includes one or multiple nucleotides that have been deleted 

within the genome. 

 De novo sequencing: De novo sequencing is the sequencing of a new, previously 

unsequenced organism or DNA segment. Moreover, this term is also used when a 

genome is assembled without the use of known reference sequences. The genome is 

then assembled by methods of sequence overlap. 
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 DNA: The deoxyribonucleic acids are double stranded molecules within cells that carry 

genetic information. The bases adenine, guanine, cytosine and thymine are the building 

blocks of DNA and are bonded to a sugar (deoxyribose) and a phosphate to make 

nucleotides. 

 Epidemic: An epidemic is the higher occurrence of cases of disease compared to the 

normal expectancy in a defined geographic location over a particular defined period of 

time 

 False negative: A false negative is an incorrect test result that incorrectly reads 

negative when it should be a positive result. 

 FASTQ: The FASTQ format is a text-based format that stores biological sequences 

and their quality scores for NGS reads. 

 HA: Hemagglutinin is a surface protein that is found on influenza viruses. This protein 

plays an important role in infection because it allows influenza viruses to enter a healthy 

cell.  

 HMM: A hidden Markov model is a probabilistic model. HMM is usually used in 

statistical pattern recognition and classification. HMMs are frequently used in 

Computational Biology to model biological sequences and find homologous 

sequences. 

 Genomic surveillance: The goal of genomic surveillance is to systematically collect and 

analyse pathogen genomes to understand the evolution of the pathogen and support 

genomic epidemiology efforts. 

 IC50: The half maximal inhibitory concentration is a measure of the effectiveness of a 

compound to inhibit the virus by 50% of its maximum value. 

 ILI: ILI cases in Belgium are defined by a sudden onset of symptoms, including fever 

and respiratory and systemic symptoms.  

 In silico: In silico refers to an experiment that was conducted or a dataset that was 

generated on a computer. 

 Insertion: An insertion is a mutation that has been incorporated during DNA replication 

or data generation. An insertion includes one or multiple nucleotides that have been 

inserted in the genome. 

 In vitro: In vitro refers to an experiment that is being performed in a controlled 

experimental environment instead of a natural setting or with living organisms. 

 In vivo: In vivo refers to an experiment that is performed in a natural setting or with a 

living organism. 

 Haplotype: High mutation rates in RNA viruses are caused by the lack of the 

proofreading ability of DNA polymerases. Consequently, copies of the viral genome of 
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a RNA virus will often differ from the original genome because of single nucleotide 

polymorphisms. These are often referred to as haplotypes. 

 K-mer: A k-mer is a substring of length k in a genetic sequence. These are split during 

k-mer frequency-based binning approaches and de Bruijn graph-based assembly. 

 MCMC: The Markov Chain Monte Carlo is a combination of a probabilistic analysis 

method and the Markov model. This stochastic algorithm draws samples from a 

posterior distribution to get an estimate of the distribution. 

 Mutation: A mutation is an alteration to the genome sequence including a change of 

nucleotides, an insertion or deletion of genetic material. Certain mutations can cause 

changes in amino acid sequences and potentially their protein function. 

 NA: Neuraminidase is a surface protein that is found on influenza viruses. This protein 

plays an important role in infection because it allows influenza viruses to exit the 

infected cell in order to spread the infection to other health cells. 

 Next-Generation sequencing (NGS): Massively parallel or high-throughput or deep 

sequencing can be used to determine the nucleotide sequence of a part of a genome 

or whole genome in a single reaction. It is performed by a non-Sanger-based 

sequencing technology that can sequence multiple DNA fragments in parallel. Each 

position is sequenced multiple times, which results in high coverage depth to deliver 

insight into nucleotide sequence variation and accurate data. 

 Nucleotides (dNTPs): Nucleotides are organic molecules, including guanine, adenine, 

cytosine and thymine, that serve as DNA building blocks. In RNA sequences, uracil will 

occur instead of thymine. 

 Pandemic: A pandemic is a global spread of an infectious disease with a larger reach 

(multiple countries or continents) than an epidemic. 

 Phenotype: A phenotype refers to an observable characteristic which resulted from the 

interaction of its genotype with the environment. 

 Phylogenetic analysis: Phylogenetic analysis will analyse the characteristics and/or the 

evolutionary development of a pathogen to describe the relationships between different 

forms of the pathogen. 

 Phred: The Phred quality scores assign a quality score to each base, which is 

equivalent to the base calling probability error. The negative log of the error probability 

is the phred score and has been adopted as the measure of sequence quality of NGS. 

 Primer: A primer is a short string of nucleotides in a single stranded DNA format. They 

are designed to be the complement of a certain target within the sequence. 

 Polymerase: The polymerase is an enzyme that catalyses the synthesis of a new DNA 

strand alongside a template DNA strand.  
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 PCR: Polymerase chain reaction is a widely used technique to amplify a single or 

multiple parts of a genome. It allows exponential amplification by using a polymerase 

enzyme and primers to synthesise a new complementary strand by adding new 

nucleotides at the end of the primer. 

 Posterior probability: The posterior is an estimate that is being attempted to obtain 

within a MCMC analysis. It is the probability distribution over the parameter state space, 

given the data under the chosen evolution model. 

 Read: A read is a single, unassembled nucleotide sequence fragment that is produced 

during a sequencing run. 

 Reassortment: A reassortment occurs when a single host is infected with two or more 

viruses. This could result in the emergence of a novel virus. 

 Reverse genetics: Reverse genetics is an experimental procedure that genetically 

engineers specific nucleic acid sequences that allows to elucidate the gene function by 

examining changes to phenotypes. 

 RNA: The ribonucleic acids are single or double stranded molecules that are present 

in some viruses. The bases adenine, guanine, cytosine & uracil are the building blocks 

of RNA. 

 ROC curve: A receiver operating characteristic curve is a plot of the true positive rate 

against the false positive rate for different threshold values. 

 Quasispecies: Quasispecies are subpopulations in a biological sample that carry low 

frequency variants. Due to the high mutation rates in RNA viruses, a heterogeneous 

population within the same patient is exhibited each with specific evolutionary 

properties. 

 SARI: A SARI case in Belgium is an acute respiratory illness with onset of fever and 

respiratory symptoms within the past 10 days, and requiring hospitalisation. 

 Site-directed mutagenesis: Site-directed mutagenesis is a molecular technique in 

which a mutation is created at a defined site. This enables the investigation of certain 

genetic changes with reverse genetics. 

 Variant of concern (VOC): The WHO working definition of a VOC is: A VOI is a variant 

of concern (VOC) if, through a comparative assessment, it has been demonstrated to 

be associated with:  

o Increase in transmissibility or detrimental change in COVID-19 epidemiology 

o Increase in virulence or change in clinical disease presentation 

o Decrease in effectiveness of public health and social measures or available 

diagnostics, vaccines, therapeutics 
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o Assessed to be a VOC by WHO in consultation with the WHO SARS-CoV-2 

Virus Evolution Working Group.  

 Variant of interest (VOI): The WHO working definition of a VOI: A SARS-CoV-2 isolate 

is a variant of interest (VOI) if:  

o It is phenotypically changed compared to a reference isolate or has a genome 

with mutations that lead to amino acid changes associated with established or 

suspected phenotypic implications 

o Has been identified to cause community transmission/multiple COVID-19 

cases/clusters, or has been detected in multiple countries 

o Is otherwise assessed to be a VOI by WHO in consultation with the WHO 

SARS-CoV-2 Virus Evolution Working Group 
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 INTRODUCTION 

1.1. General introduction and background 

Unfortunately, disease is a reality of our biological existence, with a staggering cost of 

disease as consequence. In 2016, approximately 10 million people died of infectious diseases, 

accounting for approximately one-fifth of all deaths worldwide [1]. Lower respiratory tract 

infections, enteric infections causing diarrhoea, tuberculosis, acquired immunodeficiency 

syndrome and malaria caused the highest mortality among infectious diseases [1]. The 

scientific and industrial revolutions made many advances towards control and prevention of 

infectious diseases. However, the crude death rate per 100 000 population, i.e. the number of 

deaths over a given period divided by the person-years lived by the population over that period, 

due to respiratory infections in Europe only slightly decreased from 32.8 in 2000 to 28.8 deaths 

per 100 000 population in 2019 [2]. In the region of the Americas, there is even an increase 

from 27.4 to 31.5 deaths per 100 000 population [2].  

1.2. Influenza virus 

Influenza is one of the most ubiquitous infectious diseases in modern society with a very 

high global disease burden, leading to considerable morbidity and mortality [3, 4]. The U.S. 

Centers for Disease Control and Prevention (CDC) estimated that 5 to 20% every year of the 

population gets infected, while 3 to 11% of the population also presents symptomatic flu illness 

which leads to an annual estimated economic loss of €6 billion to €14 billion in the European 

Union [5, 6]. Moreover, it is estimated by the World Health Organization (WHO) that 3 to 5 

million infections lead to severe illness of which 290 000 to 650 000 lead to respiratory death 

per year or a case-fatality rate of <0.1% during a typical influenza epidemic [7, 8]. The 

emergence of influenza in the community can occur as seasonal influenza that causes an 

annual epidemic and, occasionally, as a pandemic [9]. In the northern and southern 

hemispheres, seasonal influenza typically occurs in the winter, while in tropical regions 
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influenza occurs throughout the year with irregular outbreaks [8]. The drivers of the wintertime 

rhythm of seasonal influenza outbreaks in temperate regions are still not fully understood [10], 

but it has been hypothesised that fluctuations in temperature and absolute humidity may play 

a role [11]. Additionally, the increase in indoor crowding during the winter months and the 

decrease in vitamin D due to reduced sunlight exposure resulting in a weaker immune system 

may also contribute to an increase in circulation [10].  

1.2.1. Transmission and symptoms 

Influenza is caused by a respiratory virus and can be transmitted in different ways. An 

infected individual who coughs or sneezes causes virus-laden droplets to disperse into the air. 

Consequently, nearby people can be infected by inhaling these infectious droplets or even by 

shaking hands with infected persons [8, 12]. Additionally, influenza viruses can survive on 

fomites, i.e., contaminated environmental surfaces, and hands for periods consistent with the 

possibility of onward transmission [13, 14]. However, it has also been shown that aerosols 

generated by mere breathing can transmit influenza viruses [15]. On an international level, it 

is likely that air travel contributes to the rapid global spread of influenza viruses [16, 17]. For 

these reasons, influenza remains a persistent and increasingly serious global threat in both 

epidemic and pandemic form.  

. Influenza symptoms can range from asymptomatic to severe illness leading to 

complications. On average an influenza infection has a two-day incubation period followed by 

an infectious period of approximately five days [18]. The symptoms often include a sudden 

onset of fever, sore throat, cough, runny nose, headache, and muscle and joint pain [8, 19]. 

Other symptoms can include hot and moist skin, severe malaise, flushed face and infected 

eyes (conjunctivitis) [20]. Generally, influenza is a self-resolving disease, however influenza 

can cause serious morbidity and mortality in the very young and old, persons with a 

compromised immune system and people with underlying chronic diseases. Severe illness can 

lead to complications such as pneumonia, inflammation of the heart, brain or muscle tissues, 

and multi-organ failure [21]. The most severe cases are also at risk of putting the body in a life-

threatening state, which can lead to sepsis that is mainly caused by a secondary bacterial 

infection and finally death [22].  
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1.2.2. Virus classification 

Human influenza is caused by an infection with an influenza A or B virus, which are both 

classified as genera in the Orthomyxoviridae family. This family also comprises influenza C 

and D viruses [23, 24]. Members of the Orthomyxoviridae are enveloped and have a 

segmented negative-stranded RNA genome: 8 segments for influenza A and B viruses and 7 

for influenza C and D viruses. Influenza A, B and C viruses are known to infect humans, while 

influenza D virus has been discovered in cattle and swine [24, 25]. These 4 types are believed 

to share a common ancestor, but have evolved to the point that genetic material may be 

interchanged within a type (intra-subtype), but it is likely not shared between types (inter-

subtype) [26].  

Higher levels of diversity, pathogenicity and infection are associated with influenza A 

viruses, therefore, the majority of research tends to focus on this type [27]. Besides humans, 

influenza A viruses can also infect other species such as birds, pigs, horses, seals, cats, 

ferrets, dogs and bats [28]. Wild aquatic birds have been established as the natural reservoir 

for influenza A viruses [29]. The hemagglutinin (HA) and neuraminidase (NA) are encoded by 

two of the eight segments comprising the Influenza A and B genome. HA is responsible for 

receptor-binding and membrane fusion whereas NA cleaves off the receptor and is mainly 

responsible for the release of budding virions from the infected cell. HA and NA are the main 

targets of the humoral immune response. In total, there are 18 HA and 11 NA subtypes for 

Influenza A viruses. These subtypes can co-occur in various combinations (e.g. H1N1, H3N2, 

H5N8, …) and are used to further classify influenza A viruses. Currently, there are two 

influenza A subtypes circulating in humans, namely an A(H1N1)pdm09 and an H3N2 subtype 

[8]. Based on the phylogenetic similarity, HA is divided into two groups with group 1 including 

H1, H2, H5, H6, H8, H9, H11, H12, H13, H16, H17 and H18 and H3, H4, H7, H10, H14 and 

H15 belonging to group 2 [30–32]. Similarly, NA is divided into group 1 comprising N1, N4, N5 

and N8 subtypes and group 2 including N2, N3, N6, N7 and N9 [33]. The current nomenclature 

system for influenza A viruses includes the host species of origin (except when it concerns a 

human isolate), geographic location of isolation, strain number and year of isolation, followed 

by the HA and NA subtype [34].  

The host range of influenza B viruses is much narrower than influenza A viruses, infecting 

only humans and seals. Influenza B viruses are classified into 2 antigenically distinct lineages, 

namely Victoria and Yamagata, that diverged from each other in the early 1980s.  

Influenza A and B viruses cause seasonal epidemics, while influenza C viruses cause 

mostly mild or asymptomatic infections, with many people acquiring antibodies in childhood 

[35]. Until recently it was accepted that only one subtype of influenza C viruses was circulating 
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and that there was no animal reservoir. However, a novel influenza C virus has been isolated 

recently from dogs, pigs and cattle, showing 50% homology with influenza C virus found in 

humans [24].  

The influenza D virus was first identified in 2011 in pigs and has also been observed in 

cattle. To date no human infections with influenza D virus have been observed. However, it 

might pose a potential threat to pig and cattle farm workers [36].  

1.2.3. Viral proteins and their functions 

Influenza virions are rounded with a spherical, oval, or kidney-like shape and a diameter 

of 80-120 nm. A lipid bilayer envelopes the influenza virus, which has a single-stranded, 

negative-sense, segmented RNA genome [37]. The structure of influenza A and B viruses are 

similar and their genomes both include eight genome segments (PB2, PB1, PA, HA, NP, NA, 

M and NS) coding for at least ten proteins (PB2, PB1, PA, HA, NP, NA, M1, (B)M2, NS1 and 

NS2) (Figure 1.1). Some influenza A and B viruses can express up to eight additional proteins, 

such as PB2-S1, PB1-F2, PB1-N40, PA-X, PA-N155, PA-N182, M42 and NS3 [38–40]. Each 

protein has a unique function in the replication cycle of the influenza virus. Embedded in the 

envelope are the trimeric HA, tetrameric NA and tetrameric M2, with HA (80%) being the most 

abundant membrane protein in the virion followed by NA (17%) [41, 42].  

The HA gene is responsible for host cell attachment and membrane fusion and is 

synthesised as an immature, trimeric protein, HA0. Post-translational cleavage converts HA0 

into a homotrimer of three protomers that comprise HA1 and HA2 [43]. HA1 forms the 

membrane distal globular head containing anti-parallel β sheets that contain the receptor 

binding domain (RBD). This domain allows virus particles to bind to the host cell receptors 

and fuse with the membrane during viral entry [44]. Most antigenic variation is found in the 

HA1 region. HA2 forms the membrane-proximal stem region composed of α-helices and 

contains the cleavage site and fusion domain. HA0 cleavage is essential for the fusion of 

the viral envelope with the cell endosome and subsequent liberation of the viral genome 

segments into the cytoplasm of the infected cell [45]. The host range can be limited due to 

the binding affinity of the RBD of the virus to the type of sialic acid receptors on cells. Avian 

influenza viruses will primarily recognize α(2,3)-linked sialic acid receptors that are mainly 

found in the gastrointestinal tract of birds and the lower respiratory tract of mammals. Human 

influenza viruses will primarily bind to α(2,6)-linked sialic acid receptors that are mainly found 

in the upper respiratory tract of mammals. Furthermore, the HA protein is associated with 

high pathogenicity in birds in case of a polybasic cleavage site in HA0. Moreover, the sialic 

acid receptor specificity and five antigenic sites of the HA protein can help evade the 
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immune system’s proteolytic cleavage site and glycosylation sites [46]. These antigenic 

sites are denoted Ca1, Ca2, Cb, Sa and Sb for H1 [47] and A to E for H3 [48, 49].  

The main function of NA is to remove sialic acid residues that are present on newly 

synthesised virions and on the membrane of infected cells. This activity of NA leads to the 

separation of the virus particle from the plasma membrane of the host cell and prevents self-

aggregation and reattachment of the virus to infected cells [50, 51].  

Only 16-20 M2 molecules are present on the surface of a virion [52]. The tetrameric M2 

protein acts as a passive proton channel upon acidification of the environment (e.g. in the 

endosome where the influenza virion resides shortly after receptor-binding) and is essential 

for virus growth [53]. It has also been reported that a variant of M2, named M42, may 

compensate for the loss of M2 that has been observed in some influenza A virus strains, 

thereby restoring viral growth [54]. Below the envelope, the M1 protein forms a layer and plays 

a role in initiating progeny virus assembly [55]. It covers the viral core that is made up of the 

viral ribonucleoproteins (vRNPs) that are involved in the transcription and replication of the 

viral genome. In the influenza B virus, the BM2 protein (BM2) also functions as a proton-

selective ion channel. M2 and BM2 share little sequence similarity [56]. 

The three largest genome segments code for polymerase acidic (PA), polymerase basic 

1 (PB1) and polymerase basic 2 (PB2). Combined, PB1, PB2, and PA form the RNA-

dependent RNA polymerase (RdRp) that is responsible for complementary RNA (cRNA), 

messenger RNA (mRNA), and viral RNA (vRNA) synthesis. This polymerase complex is 

associated with the nucleoprotein (NP) via a panhandle structure formed by the 3’ and 5’ 

termini of each genome segment [57, 58] to form the vRNP. The polymerase proteins are 

important determinants of tissue tropism, host range and pathogenicity. PB2 recognizes and 

binds to the cap structure of host cell mRNA. PA is responsible for the initiation of mRNA 

synthesis through its cap snatching activity. PB1 is the actual RNA polymerase. PB2-S1 is 

translated from spliced mRNA transcribed from the PB2 segment and can inhibit in vitro the 

RIG-I dependent signalling pathway [59]. PB1-F2 is encoded by the +1 reading frame of PB1 

[60] and has been described as a virulence factor [61] that affects viral dissemination, 

pathogenesis and transmission [62]. PB1-N40 has been associated with efficient viral 

replication [63]. PB1-N40 lacks a transcriptase function, but it interacts with PB2 and the 

polymerase complex in the cellular environment [63]. PA-X is encoded by the +1 reading frame 

from the PA segment and has been reported to decrease host protein expression and to 

contribute to pathogenicity by controlling apoptosis and inflammation [64]. Recently PA-N155 

and PA-N182 have been discovered and they are translated from the eleventh and thirteenth 

in-frame AUG start codons in PA, respectively. These proteins do not have RNase activity, but 

while investigating viruses lacking the N-truncated PAs in mice, lower pathogenicity was 
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observed compared to wild-type virus [39]. Besides the structural role of NP to bind and 

encapsidate vRNA, it is also responsible for the switch of the vRNA polymerase activity from 

mRNA synthesis to cRNA and vRNA production.  

Finally, the smallest gene segment of the influenza virus codes for non-structural (NS) 

proteins NS1, NS2 and NS3. The NS1 protein is primarily a viral interferon (IFN) antagonist 

[65] that interferes with cellular pathways to counteract the transcription of the type I and III 

IFN genes. In addition, NS1 is a regulator of mRNA splicing and translation [66]. Furthermore, 

the PDZ ligand motif at the C-terminus of NS1 is thought to influence pathogenicity in mammals 

[67, 68]. NS2 or nuclear export protein (NEP) mediates the CRM1-mediated nuclear export 

pathway to export new vRNPs from the nucleus into the cytoplasm [69]. Lastly, it has been 

found that NS3 is associated with the adaptation of avian influenza viruses to mammalian hosts 

[70]. 

The Influenza C genome only possesses seven RNA segments that encode for nine 

proteins (Figure 1.1). In contrast to the other influenza viruses, it only has a single surface 

protein, hemagglutinin-esterase fusion (HEF). Additionally, Influenza C virus binds to 9-O-

acetyl-Nacetylneuraminic acid rather than sialic acid, which is important to consider for 

influenza treatments. 
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Figure 1.1: Structure of the influenza virus particle. 

1.2.4. Life Cycle 

Due to the significant impact of the influenza virus on human health, it is not surprising 

that the life cycle of the virus has been well characterised (Figure 1.2). The influenza viral 

genome replication is dependent on the nucleus of an active host cell for viral transcription and 

processing of viral mRNAs [37]. The total replication cycle of an influenza virus in vitro is a 

relatively fast process that only takes eight to ten hours in tissue cultures [29]. The virus infects 

respiratory epithelial cells by binding with the viral HA protein to sialic acid receptors of the 

host. Sialic acids are classified according to their linkage to the penultimate galactose in an N-

linked glycan chain of the cellular receptor [71, 72]. Influenza A viruses have evolved to use a 

host specific sialic acid type. Sialic acids linked from C2 to C3 of the galactose, (α(2,3)-linked 

sialic acid), are primarily recognized by avian influenza A viruses. These α(2,3)-linked sialic 

acids are primarily found in the gastrointestinal tract of birds and in the lower respiratory tract 
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of mammals. Sialic acids linked from C2 to C6 of galactose, (α(2,6)-linked sialic acid), are 

primarily bound by mammalian influenza viruses and are predominantly found in the upper 

respiratory tract of mammals. α(2,6)-linked sialic acids were found to be dominant on epithelial 

human cells in bronchi, trachea, pharynx, paranasal sinuses and nasal mucosa. However, 

α(2,3)-linked sialic acids are found on type II cells lining the alveolar wall and on non-ciliated 

cuboidal bronchiolar cells at the junction between the alveoli and respiratory bronchiole in 

humans [73, 74]. Consequently, influenza viruses can be present both in the upper and lower 

respiratory tract. Lower respiratory infections can result in pneumonia with progression to acute 

respiratory distress syndrome (ARDS), and ultimately death from respiratory failure [75]. Pigs 

are considered a likely mixing vessel for genetic reassortment as their respiratory epithelia 

have a mixed population of α(2,3)- and α(2,6)-linked sialic acids and can thus be infected by 

both avian and mammalian influenza viruses [76].  

In humans and other mammals, the virus enters the cell through receptor-mediated 

endocytosis (Figure 1.2, step 1) [77] and the genome is released into the cytoplasm by 

dissociating from M1 upon fusion of the endosomal and viral membranes (Figure 1.2, step 2) 

[78]. For fusion to occur, the viral HA0 precursor protein must have been cleaved into the HA1 

and HA2 subunits by host-specific proteases either in the preceding round of viral infection 

[79, 80] or within the endosome [81]. The pH decrease inside the acidifying endosome triggers 

a structural rearrangement of the cleaved HA protein resulting in the exposure of a hydrophobic 

fusion peptide in HA2. The fusion of the endosomal and viral membrane is initiated by the 

insertion of this fusion peptide into the endosomal membrane [82]. Simultaneously, H+ ions 

pass through the viral M2 passive ion channel into the virion, acidifying the virion interior [83] 

and thus disrupting the weak interactions between M1 and vRNP complexes and releasing the 

vRNPs from the virion structure [84].  

Subsequently, the vRNP complexes are actively transported to the nucleus by the 

importin-α/β pathway (Figure 1.2, step 3) [85]. Nuclear import of vRNP complexes is mediated 

by the nuclear localisation signal (NLS) of NP [86]. The NLS binds with importin-α which 

subsequently binds with importin-β, allowing the protein complex to dock at the nuclear pore 

complex (NPC) and translocate into the nucleus.  

Inside the nucleus of the host cell, the transcription of negative-sense vRNA results in 

mRNA. Both the 5’ and 3’ ends of each vRNA contain conserved non-coding regions that 

operate as a promoter for the RdRp to initiate viral transcription [58, 87]. The cap-snatching 

mechanism is used to synthesise mRNA in which the 5’ methylated cap of a nascent host cell 

mRNA molecule is first bound by PB2 and subsequently cleaved off by the endonuclease 

activity of PA [88–91]. mRNA transcription is initiated by the capped RNA products that act as 

primers. Additionally at the 3’ end, the viral mRNAs are polyadenylated due to a stuttering 
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mechanism caused by steric hindrance of bound RdRp, which leads to the addition of a poly(A) 

tail at the 3’ end (Figure 1.2, step 4) [58, 87, 92]. This poly(A) tail enables viral mRNA to be 

exported to the cytoplasm and translated to viral proteins using the host cell machinery (Figure 

1.2, step 6) [93]. Viral mRNA that encodes for example NEP and M2 are spliced before the 

export to the cytoplasm (Figure 1.2, step 5) [94–96].  

Ribosomes bound to the endoplasmic reticulum (ER) translate mRNAs for HA, NA and 

M2 (Figure 1.2, step 7) while the other mRNAs are translated by ribosomes in the cytoplasm 

(Figure 1.2, step 8) [97–99]. Afterwards M1 and NS1 proteins are transported to the nucleus 

where the binding of M1 together with NEP proteins induces the export of newly synthesised 

progeny vRNPs to the cytoplasm (Figure 1.2, step 13) [100–102]. The NP and polymerase 

proteins are imported to the nucleus and are involved in the synthesis of cRNA, which is primer 

independent (Figure 1.2, step 9) [103, 104]. This cRNA corresponds to a complete copy of the 

negative-sense vRNA, which is required to serve as a template for the synthesis of new 

negative strand vRNAs that can, in turn, serve as template for mRNA synthesis (Figure 1.2, 

step 10) [105]. The vRNPs are exported from the nucleus via the CRM1 dependent pathway 

(Figure 1.2, step 11) [106].  

The HA, M2 and NA proteins are transported through the Golgi apparatus to the cell 

surface (Figure 1.2, step 12, 13) [107, 108] and subsequently assembled in association with 

M1 to become incorporated into the plasma membrane [109, 110]. The vRNPs associated with 

M1 and NEP proteins are transported to the cell surface and attached to regions of the plasma 

membrane that contain the HA, NA, M1 and M2 proteins (Figure 1.2, step 13) [111]. The eight 

gene segments are assembled into a newly formed virion prior to budding out of the cell due 

to the segmented nature of the influenza genome (Figure 1.2, step 14). Mature virions bud off 

from the host cell and are released through the enzymatic activity of viral NA (Figure 1.2, step 

15) [112, 113]. Afterwards, the virion is liberated from the infected cell and can diffuse to attach 

to other cells and repeat the replication cycle [114, 115]. 
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Figure 1.2: Influenza replication cycle. The different stages of the viral cycle are the binding of HA to the sialic-

acid containing host receptor (1), followed by the endocytosis and the acid-induced conformational change of the 

HA protein (2). This acidification in the early endosomes leads to fusion of the viral and endosomal membranes, 

and triggers the influx of H+ ions through the M2 channel that results in the dissociation of the vRNPs and uncoating 

(2). After transport of the vRNPs to the nucleus (3), viral mRNA synthesis is initiated by the viral polymerase (4, 5). 

The latter is also responsible for the unprimed replication of the vRNA through a cRNA intermediate (10). The viral 

mRNAs are exported to the cytoplasm and translated into viral proteins (6). In the ER, the membrane proteins HA, 

M2 and NA are processed, glycosylated and transported to the cell membrane (7, 12,13). The newly synthesised 

vRNPs are transported to the cytoplasm, mediated by a M1-NS2 complex that is bound to the vRNP (13). At the 

virion assembly and budding site, the newly produced vRNPs are incorporated into new viruses (14). Finally, the 

NA cleaves these sialic acid residues and virions are released from the host cell (15).   
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1.2.5. Influenza evolution 

An influenza virus infection will trigger the innate immune response in the host. This 

induces an inflammatory response, with type I IFN response as a dominant outcome. 

Chemokines and cytokines are recruited to eliminate the pathogen at the site of infection. 

Influenza viruses have, in turn, evolved mechanisms to evade the innate immune system.  

Antigenic drift and antigenic shift (reassortment) and recombination are the main influenza 

evolution mechanisms. The lack of a proofreading mechanism of the influenza RdRP leads to 

the incorporation of incorrect nucleotides during the replication. This results in a relatively high 

mutation rate of 2.3x10-5 and 1.7x10-6 substitutions per nucleotide per replicative cycle for 

influenza A and B viruses, respectively [116]. This gradual accumulation of point mutations 

can result in minor variations in the antigenic sites of the HA proteins, known as antigenic drift 

[117]. More generally, the accumulation of mutations throughout the whole genome is termed 

genetic drift. Infection with one subtype of influenza virus results in partial cross-protection 

against other influenza subtypes [118]. The infected person is protected for a prolonged period 

against reinfection by viruses of the same subtype [119]. However, the recognition by the hosts’ 

immune system is confounded by these structural changes in key regions that are recognized 

by the adaptive immune system. This leads to the immune escape of the virus which renders 

the host susceptible to reinfection. The pre-existing neutralising antibodies are impaired and 

cannot recognize and neutralise the drifted virus. This allows reinfection of the host with the 

same virus [120]. Consequently, the immune system of the host can often no longer protect 

the host from this newly formed virus which results in annual epidemics [121].  

When two different viral subtypes co-infect a cell, the segmented influenza genome 

enables the exchange of genetic material forming reassorted influenza strains containing a 

different HA or NA gene. This is known as antigenic shift or genetic reassortment and can lead 

to occasional pandemics causing unusually high morbidity and mortality. Heretofore four major 

pandemics have been recorded, namely in 1918 the H1N1 Spanish flu, in 1957 the H2N2 Asian 

flu, in 1968 the H3N2 Hong Kong flu and in 2009 the 2009 H1N1 flu pandemic [122–125]. 

Antigenic shift happens when two or more different subtypes of influenza virus infect the same 

host and undergo reassortment by swapping gene segments. This results in generating a new 

strain with potentially novel phenotypic properties such as an altered host range. Generally, 

humans are only sporadically infected by avian influenza A viruses and vice versa. However, 

like the H1N1 pandemic virus of 2009, that is now circulating as a seasonal strain, swine can 

act as a virus mixing vessel because it is both susceptible to human and avian influenza 

viruses. The H1N1 pandemic virus of 2009 was a reassortment of a Eurasian avian-like swine 

H1N1 virus and a swine triple reassortant, which, in turn, was a reassortment in the late 1990s 
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among North American avian, classical swine H1N1, and human H3N2 viruses [126]. These 

alterations in influenza A viruses can be attributed to evolutionary pressure, mechanistic errors 

during replication of vRNA polymerase, immune pressure, a new host environment or antiviral 

drug pressure [127]. To date, known human influenza pandemics have been limited to H1, H2 

and H3 subtypes, however, avian influenza viruses pose a zoonotic threat to public health and 

can result in devastating consequences. Influenza viruses of the H2, H5, H6, H7 and H9 

subtypes are considered to have pandemic potential. The H2 subtype is viewed as a risk 

because of the emergence of the H2 subtype in the US swine population and its ability to 

transmit among ferrets and pigs [128]. The concern for the H6 subtype originates from the fact 

that they are now endemic in minor poultry in live bird markets in Asia and continue to reassort 

with H5N1 and H9N2 viruses [128]. The subtypes H5, H7 and H9 are considered a threat 

because direct transmission to humans has already occurred in the past resulting in mild to 

severe infections. A large outbreak of highly pathogenic avian influenza (HPAI) H5N1 virus in 

poultry in 1997 resulted in the first documented cases of direct transmission of HPAI H5N1 

virus from poultry to humans. Six out of 18 cases resulted in a fatal outcome [129]. Since 2003, 

more than 800 cases of human HPAI H5N1 infections were reported of which half had a fatal 

outcome [130]. Currently, human-to-human transmission of HPAI H5N1 virus has not yet been 

detected, however it is feared that these viruses might mutate or reassort with contemporary 

human influenza viruses, possibly resulting in adaptation to humans. Furthermore, coinfections 

of human and avian influenza viruses in humans or pigs may provide new opportunities for 

reassortment [131–133]. Due to the large host reservoir [134], the enzootic nature of HPAI 

H5N1, and accumulation of mammalian adaptation mutations, HPAI H5N1 is currently 

considered to be the largest pandemic threat to humans. Therefore, avian influenza 

surveillance and research is important with the aim to predict novel potential pandemic strains 

and further understand virus spread to allow efficient control of human and avian infections. 

Furthermore, after the introduction of the influenza A(H1N1)pdm09 virus from swine in 2009, 

surveillance studies in swine populations were expanded as they are crucial for the 

preparedness. 

Finally, the segmented nature of the influenza genome allows incorporating short 

stretches of genetic material from a different segment. Usually, recombination does not have 

such a destructive impact on the host. Events have been recorded, where nucleotides from 

other viral segments were inserted into the HA cleavage site and increased the virulence. 

Recombination with the NP and M genes were documented in HPAI A(H7N3) virus in Chile 

(2002) and Canada (2004), respectively [135, 136]. Furthermore, recombination with non-viral 

genes such as mitochondrial RNA and host-derived 28s ribosomal RNA also has been 

observed. 
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1.2.6. Quasispecies 

The survival of a virus is dependent on the host cell machinery, the accuracy of its genome 

replication, proliferation and adaptation to its changing environment. As a result of the low 

fidelity of virus-encoded vRNA polymerases, with an estimated error rate of 1 in 10 000 copied 

nucleotides [137, 138], the virus can also evolve within a single host. In the first few days of an 

influenza virus infection, viruses are present in very large population sizes with viral loads 

averaging from 103 and 108 copies per microliter in collected nasopharyngeal swabs. 

Consequently, newly generated virus particles are expected to differ after each replication 

cycle with one or two mutations from their parent virus [139]. Therefore, the genetic makeup 

of a virus within a host can be more accurately described as a population of closely related 

viruses or quasispecies [140]. Quasispecies are defined as a set of related genomic variants, 

produced through replications with errors, which are arranged around a master sequence that 

usually has the highest fitness. The distribution of genomic variants is usually also called a 

cloud or swarm of variants (Figure 1.3). For many decades, quasispecies have been a widely 

accepted concept in virology for many RNA viruses, such as influenza virus, human 

immunodeficiency virus (HIV), poliovirus and hepatitis C virus [137, 141]. Similar to virus 

evolution of influenza viruses at the population level, intrahost viral generation is governed by 

population bottlenecks, selection and reassortment. In contrast to the population level, these 

processes are far less well-defined at the within-host level [142]. Each mutation could 

potentially affect the relative viral fitness of the newly generated viral variant, thus each new 

variant is subjected to a process of positive or negative selection. The frequency of each 

individual viral variant is dependent on the variants’ ability to reproduce and survive combined 

with the frequency that the same variant is created from a closely related viral variant during 

the replication process. Additionally, if changes occur in the environment, for instance by 

moving between compartments within a host (e.g., from the upper to lower respiratory tract) or 

by infecting a new host, the elements that determine the selection pressures change. This will 

lead to a different steady-state spectrum of variants with the potential emergence of a new 

(adapted) variant. Furthermore, the seasonal influenza evolution is mainly guided by immune 

escape, thus it is likely that the host immune system influences the intrahost evolution as well. 

Antibodies that target HA and NA can be evaded by accumulating amino acid substitutions on 

their epitopes [143]. The antibodies, generated by previous exposure or vaccination, are 

affected by these substitutions resulting in annual epidemics. Therefore, antigenic changes 

are of great relevance in the choice of strains used for the vaccines. Hence, there is a lot of 

interest in understanding how such changes occur. Due to the emergence of new sequencing 

technologies, such as next-generation sequencing technologies (NGS), the detection of 
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quasispecies has been applied more widely in influenza research and diagnostics. Several 

studies already tried to suggest possible functions of these variants or have functionally 

characterised particular segments in terms of their escape of the immune system [144], 

resistance to antivirals [145, 146] and increase in transmission and pathogenicity [147].  

Moreover, recent studies indicate that viral reassortment may also be important for 

infections caused by a single subtype of influenza virus and do not result in antigenic shift. It 

is difficult to establish the precise virion haplotype due to the segmented nature of the virus. 

However, rearrangement events between their own segments can occur with high frequency 

because quasispecies are expected to have genetically similar variants [148]. Therefore, it is 

an advantage for these viruses to maintain a large genetic diversity of segments. They can 

recover or eliminate segments as they become available in quasispecies and result in an 

improvement in fitness [149]. Consequently, segments have different evolutionary patterns 

which makes analyses of diversity by segments more informative regarding the functional 

potential that is housed in quasispecies. 

Figure 1.3: Schematic representation of influenza virus quasispecies. Several rounds of cell infections where 

genetic differences in comparison to the initial infective particle are highlighted by different colours in the virion. The 

genetic sequences differ a small number of mutations from the most frequent genotype (shown by triangles, 

stars…). These genetic variations emerge due to errors from the viral polymerase which limits the genetic distance 

between members of the same quasispecies. Due to the segmented nature of the virus, each segment must be 

approached individually. For simplicity, the influenza virus genome is represented by 2 segments instead of 8.  
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1.2.7. Human Influenza Surveillance 

Vaccination against human influenza was successfully introduced after World War II. 

However, a drifted influenza H1N1 variant virus emerged after 2 years of implementation, 

resulting in a drop in vaccine effectiveness [150]. Consequently, the emerged variant virus was 

used for subsequent vaccine production [151]. A global institutional network was created to 

ensure that the vaccine would, as much as possible, always contain the most prevalent 

influenza variant viruses. This network has evolved into a global institution composed of WHO 

Global and National Influenza laboratories and several national centres that have working 

relationships with national and regional licensing agencies and several vaccine manufacturers. 

Global standards for influenza surveillance are provided by the WHO’s Global Influenza 

Program (GIP). Additionally, virological and epidemiological influenza surveillance data are 

collected globally by GIP. By regularly sharing influenza surveillance data from different 

countries, WHO can provide countries with information about influenza transmission in other 

parts of the world. This allows national policy makers to better prepare for the upcoming 

seasons. Additionally, critical features of influenza epidemiology are described including risk 

groups, impact and transmission characteristics. Also, global trends of influenza transmission 

are monitored and the data supports the selection of influenza strains for vaccine production.  

At European level, the European Centre for Disease Prevention and Control (ECDC) 

coordinates the European Influenza Surveillance Network (EISN) that combines virological and 

epidemiological surveillance of influenza through The European Surveillance System (TESSy) 

database. This will provide public health experts and decision makers within the European 

Union the required information to better evaluate the influenza activity in Europe and take 

appropriate action.  

In Belgium, there are two main surveillance systems, namely ‘influenza-like-illness’ (ILI) 

and ‘severe-acute-respiratory-infection’ (SARI). A standard survey accompanies all samples 

with patient information on sex, birth date, clinical features, vaccination status, administration 

of antiviral treatment or antibiotics, date of symptom onset and date of sample collection. ILI 

cases are defined by a sudden onset of symptoms, including fever and respiratory and 

systemic symptoms. The ILI surveillance uses a network of sentinel general practitioners and 

results in 500 to 1000 samples per Belgian influenza season. A SARI case is an acute 

respiratory illness with onset of fever and respiratory symptoms within the past 10 days, and 

requiring hospitalisation. The SARI surveillance uses a network of six hospitals and results in 

500 to 3000 samples per Belgian influenza season. Using a multiplex RT-PCR, all Belgian 

samples are tested for the presence of influenza A or influenza B viruses. Positive results are 

further investigated to define the subtype or lineage depending on the influenza strain. 
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Additionally, all samples are tested for other respiratory viruses, including respiratory syncytial 

virus A and B, parainfluenza viruses 1, 2, 3 and 4, enterovirus D68, rhinoviruses, human 

metapneumoviruses, paraechoviruses, bocaviruses, adenovirus, coronaviruses SARS-CoV-2, 

OC43, NL63, 229E and MERS-CoV. 

1.2.8. Vaccination & Antiviral drugs 

1.2.8.1. Vaccination 

Vaccination is recommended by the CDC to protect people against flu and prevent its 

spread, especially in high-risk groups [152]. In the 1940s, the first influenza vaccine was 

produced which was an inactivated virus vaccine containing one influenza A strain, A(H1N1) 

[153, 154]. When influenza B strains were discovered, a bivalent vaccine was formulated. In 

1957, the vaccine was again updated due to the pandemic caused by a new H2N2 virus. Due 

to the emergence of a new A(H3N2) strain in 1968, a trivalent vaccine (TIV) was further 

formulated that contained A(H1N1), A(H3N2) and one influenza B strain. In the 1980s it 

became clear that influenza B viruses were diverging into two different antigenic lineages, 

called the Victoria and Yamagata lineages. To improve the protective potential against 

influenza B viruses, the FDA considered adding one more influenza B strain in 2009. Since 

2012, this quadrivalent (QIV) vaccine has been recommended by the WHO for seasonal 

vaccination [155, 156]. The selected strains are updated by the WHO surveillance system by 

identifying circulating strains by monitoring antigenic drift or shift and comparing them with 

viruses included in the current influenza vaccine. Based on this information, they try to predict 

the circulating strains of the next season that should be included in the vaccine [157, 158]. 

Depending on the antigenic match between vaccine strains and circulating viruses, the 

protective efficacy of the currently licensed influenza vaccines varies each year. Additionally, 

the vaccine efficacy can also be affected by the immune status of the host. Unprimed young 

children have a reduced response to influenza vaccines, while immunocompromised 

individuals and elderly generally suffer from a declined immune function. In addition, elderly in 

general will respond poorly to the influenza vaccine. The vaccine efficacy against medically 

attended ILI can be as low as 10%, and generally does not exceed 60% [159–162].  

Currently, there are three types of licensed vaccines available, namely inactivated 

influenza vaccines (IIV), live-attenuated influenza vaccines (LAIV) and recombinant HA 

vaccines [163]. The IIV mainly consists of split viruses or subunit influenza antigens. The 

production of split vaccines occurs by disrupting virus particles using detergents or chemicals. 

Subunit vaccines are produced by partially purifying viral NA and HA proteins after detergent 

of chemical splitting [164]. The LAIV are constructed from cold-adapted viruses that are not 
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replicating well at body temperature and are administered intranasally. Local mucosal 

immunity is induced this way, but the LAIV is only recommended for non-pregnant individuals 

between 2 and 49 years [164]. While the quantity and quality of NA can vary by manufacturing 

process and by vaccine, the HA content of licensed vaccines is standardised to 15 micrograms 

per strain for IIVs. Viral components of the two influenza A strains and one or two influenza B 

strains are combined to generate the TIV and QIV, respectively. The recombinant HA vaccine 

contains recombinant HA proteins that are produced in insect cells with baculovirus vectors. 

Although the current licensed influenza vaccines are effective in healthy young adults, several 

challenges remain.  

First, IIV and LAIV are still mainly produced by using embryonated chicken eggs, which is 

laborious and time consuming. Consequently, the decision on the vaccine strains should be 

taken six months before the start of the vaccinations, which allows time for antigenic drift 

variants to evolve that may be less matched to the chosen vaccine strain, which potentially 

leads to more severe epidemics [165]. Furthermore, egg-based production methods are 

heavily dependent on the supply of vaccine-quality eggs and the manufacturers can thus not 

be flexible in the number of produced doses. Especially in pandemic situations this could lead 

to vaccine shortages. Besides the long production time in eggs, vaccine production in eggs 

can also lead to adaptive viral mutations leading to lower vaccine effectiveness [166]. 

Consequently, several new influenza vaccines have been licensed in recent years that do not 

rely on the production in eggs, but use mammalian or insect cell lines. Additionally, virus-like 

particles (VLPs), DNA, and RNA vaccines are in clinical development and are not 

manufactured in eggs [167]. Furthermore, in preparation for future pandemics, vaccine seed 

viruses against different subtypes with pandemic potential should be stockpiled. The selection 

of representative viruses from each subtype should be prioritised based on epidemiological 

data and testing the candidate vaccines in preclinical studies and clinical trials [168, 169].  

Secondly, annual revaccination is required due to the antigenic drift of influenza viruses 

over time and the decline in vaccine-specific antibodies. To increase the breadth of protection 

of influenza vaccines, several strategies are being explored. These include induction of more 

broadly reactive antibodies directed at the conserved HA stem [170, 171], expression of 

additional influenza antigens using replication-defective viruses as viral vectors that can 

express high, sustained levels of antigens [172–175], and computationally optimised broadly 

reactive antigens against the HA protein presented in a VLP vaccine that incorporates the most 

common amino acid at each position [176–178]. Furthermore, the breadth can also be 

broadened by immunisation with conserved influenza proteins that target T cell responses by 

primarily targeting internal highly conserved proteins such as NP and M1 and inducing 

cytotoxic T-lymphocyte responses that are more cross-reactive than antibody responses 
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directed at the HA [179, 180], incorporation of an adjuvant to boost and broaden the immune 

response [179, 181–183], and strategies that combine different vaccine platforms in “prime-

boost” formats [179, 184–187].  

Thirdly, the currently available vaccines are relatively effective against seasonal influenza 

viruses, however, they fail to protect against antigenically new pandemic viruses. The delay in 

delivery of the 2009 pandemic vaccine and the inability to predict the subtype that will cause 

the next influenza pandemic has increased the interest in a universal vaccine. The National 

Institute of Allergy and Infectious Disease (NIAID) released in 2018 a strategic plan for the 

development of a universal vaccine. It suggests that the vaccine should (1) be suitable for all 

age groups, (2) be at least 75% effective against symptomatic influenza infections, (3) have 

durable protection that lasts at least one year, and (4) protect against group I and II influenza 

A viruses [188]. There are many vaccine candidates for the generation of broadly protective 

vaccines, but the two target candidates that have been explored intensively are the highly 

conserved HA stem which was mentioned earlier [170] and the M2 protein. Antibodies 

targeting M2 do not neutralise the virus infectivity, but the severity of infection can be reduced 

by clearing infected cells through antibody-dependent cell-mediated cytotoxicity (ADCC). 

Typically, the M2 protein is incorporated into a VLP or expressed in a recombinant vaccine by 

fusing the gene encoding M2 or tandem repeats of the ectodomain of M2 (M2e) to a carrier 

molecule or protein [179].  

Fourthly, there is a need for improved immunogenicity in the elderly as they are the most 

vulnerable to severe complications from influenza. The effectiveness of most vaccines is poor 

in elderly due to immunosenescence, i.e., progressive decline in systemic immunity with 

increasing age [189]. The immunogenicity of IIV in elderly could be enhanced by adding an 

adjuvant [189] or increasing the antigen dose [163].  

Finally, there is a need for an improved correlate of protection, which is currently the HAI 

antibody titer induced by vaccination. Approximately 50% of individuals are protected from 

infection at an hemagglutination inhibition (HAI) titer of ≥1:40. However, some studies 

suggested that T cells may be a better indicator for protection in the elderly and that a higher 

HAI titer may be required in children [189, 190]. Furthermore, as LAIV has been shown to be 

effective in the absence of a robust serum antibody response, serum antibody titer is not a 

reliable correlate of protection for LAIV vaccines [168]. Also, the magnitude and immune 

response is unknown in pandemic influenza viruses and although the immunogenicity and 

safety are assessed in clinical trials, the efficacy is established in animal model studies or by 

extrapolation from experience with human influenza virus vaccines [169]. By using the HAI 

antibody titer, other aspects of immune memory against the virus, including T cell responses 

and contribution of non-neutralising antibodies, are not taken into account. 
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1.2.8.2. Antiviral drugs 

Although influenza vaccines are considered the most effective way to prevent seasonal 

influenza, they often provide suboptimal protection against influenza variants. Antiviral drugs 

typically remain effective against antigenic drift variants and newly emerged pandemic viruses, 

because they target conserved or highly stable parts of the virus. They are primarily used to 

treat severely ill patients and are the most effective when started in the first 48 hours after 

symptom onset. Currently there are two classes of influenza antivirals licensed in most 

countries, namely adamantanes and neuraminidase inhibiting drugs (NAIs).  

Adamantanes (rimantadine and amantadine) interfere with the M2 matrix protein ion 

channel [191, 192]. Adamantanes block the influenza M2 ion channel, and consequently inhibit 

viral uncoating and release of RNA into the cell. However, amantadine resistance is currently 

present amongst most seasonal influenza strains [193, 194]. Furthermore, the M2 proteins of 

influenza A and B viruses show very little homology which results in resistance to adamantanes 

by influenza B. Consequently, these drugs are no longer recommended for influenza treatment 

or prophylaxis. 

NAIs are licensed to treat uncomplicated influenza virus infections, however in most 

European countries they are mostly used to treat patients at risk of developing more serious 

complications [195]. They block the enzyme activity of NA by mimicking the binding of sialic 

acid in the active site of NA. Consequently, the spread of virus within the host is controlled by 

preventing the release of progeny virions from infected cells. NAIs include oseltamivir (Tamiflu) 

and zanamivir (Relenza), and peramivir. Although some NAI resistant mutations are known, 

NAI remains currently the most effective antiviral treatment for influenza infections [196]. 

Resistance variants are usually less fit, however, they can still propagate until eventually 

compensatory mutations are acquired that makes the variant fit. For example, mutation H275Y 

in influenza A(H1N1) and A(H1N1)pdm09 has shown to confer high resistance to NAIs, but it 

made the virus less fit. However, compensatory mutations such as T289M and N369K restored 

some of its fitness [197]. Currently, the prevalence of these combinations remains low 

according to surveillance data [198]. However, this was not always the case. During the 2007-

2008 influenza season in Europe, a sporadic emergence of antiviral resistance in seasonal 

A(H1N1) influenza viruses started spreading rapidly in the population. During that season, 14% 

of the A(H1N1) virus samples were found to be resistant to oseltamivir [199]. This percentage 

increased to 98% during the 2008-2009 season [200]. This increase raised concerns until the 

extinction of this A(H1N1) subtype following the emergence of the NAI-susceptible 

A(H1N1)pdm09 virus in 2009. A combination of functional phenotypic NA inhibition (NI) assays 

and genotypic methods, such as conventional reverse transcription quantitative polymerase 

chain reaction (RT-qPCR) or sequencing methods [201] of the NA gene, is used to assess the 
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influenza antiviral susceptibility to NAIs. Drug-resistant viruses with established or novel 

changes in NA can be detected using the NI assay and this method is typically the choice for 

surveillance purposes [202]. The NI assay evaluates the concentration of an NAI required to 

reduce the enzyme activity by 50% (IC50), which provides valuable information for detecting 

NAI-resistant viruses. Genotypic methods can only be used to detect molecular markers that 

are related to resistance in the NA gene [202]. 

Gradually, antivirals targeting other influenza proteins are being approved and used in the 

population. Recently, Xofluza (baloxavir marboxil) was approved in the European Union, Japan 

and the US, which is a cap-dependent endonuclease inhibitor of PA [203, 204]. In China and 

the Russian Federation, umifenovir (arbidol) is used to treat influenza by preventing viral entry 

into the host cell by targeting the HA protein [205]. Favipiravir targets the viral RdRP and is 

available for patients infected by an influenza virus that is resistant to other antivirals in Japan. 

In Europe and the US, it is currently in the third phase of clinical trials [206, 207]. Other 

antivirals, such as nitazoxanide [208, 209] (HA maturation inhibitor) is being evaluated in 

Phase III clinical trials. The antiviral pimodivir [210] (PB2 inhibitor) has been arrested after 

Phase III clinical trials.  
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1.3. SARS-CoV-2 

Before 2003, only four human coronaviruses, namely Human Coronavirus (HCoV-)229E, 

HCoV-OC43, HKU1, and (HCoV-)NL63 were known and typically these viruses cause only 

mild illness in humans [211–213]. However, the emergence of Middle East Respiratory 

Syndrome Coronavirus (MERS-CoV) and Severe Acute Respiratory Syndrome Coronavirus 

(SARS-CoV) proved to the world that coronaviruses can also cause life-threatening infections 

[214, 215]. These two highly pathogenic coronaviruses with zoonotic origin made emerging 

coronaviruses a new public health concern [216]. Late in 2019, a new coronavirus, named 

SARS-CoV-2, emerged in the city of Wuhan, China. Most of the early infected patients were 

workers at the Huanan Seafood Wholesale Market [217, 218]. Therefore, it has been 

suggested that the market was at the origin of the virus [219, 220]. However, other studies 

suggested that the virus was introduced to the market by visitors, which allowed a rapid 

expansion of infections [221]. After its emergence in the city of Wuhan, the highly transmissible 

SARS-CoV-2 virus started spreading fast all over the world [222, 223] and overwhelmingly 

surpassed MERS-CoV and SARS-CoV both in the spatial range of epidemic areas and the 

number of infected people. The evolutionary history and infection source were established by 

phylogenetic analysis of SARS-CoV-2 genomes and other coronaviruses. This analysis 

indicated that the SARS-CoV-2 genomes had 96% nucleotide sequence identity to bat 

coronavirus RaTG13 (GenBank: MN996532.1) and 79.5% and 55% identity to SARS-CoV 

BJ01 (GenBank: AY278488.2) and MERS-CoV HCoV-EMC (GenBank: MH454272.1), 

respectively. Although further analysis is required, it is thought that bats are the hosts of origin 

and that SARS-CoV-2 might have been transmitted either directly from bats or through an 

unknown intermediate host to infect humans just like the Himalayan palm civet and Arabian 

camel for SARS-CoV and MERS-CoV, respectively [224–227].  

Initially, this virus was labelled 2019 novel-coronavirus (2019-nCoV), however because of 

its genetic similarity to SARS-CoV the International Committee on Taxonomy of Viruses 

officially named it SARS-CoV-2 on February 11, 2020 [226]. On March 11, 2020 the WHO 

declared COVID-19 as a pandemic [228]. 
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1.3.1. Transmission and symptoms 

As of September 28th, 2022, SARS-CoV-2 has infected more than 610 million people, 

resulting in more than 6.5 million deaths worldwide. In Belgium, there are more than 4.5 million 

confirmed cases of COVID-19 and more than 32 600 died from the disease [229]. The illness 

coronavirus disease 2019 (COVID-19) is caused by the SARS-CoV-2 virus, which is highly 

contagious and transmits between humans through direct contact with an infected individual, 

touching virus contaminated surfaces or via respiratory droplets and excretions, including 

droplet inhalation, biological aerosols, sneeze, cough, saliva, mucus, fomites, nasal discharge, 

ocular fluid, and through breathing and talking [230, 231]. Other possible sources are contact 

with eye, nasal and oral mucous membranes, urine and faecal contamination. Aerosols, close 

contact and respiratory droplets exhaled during breathing, talking, coughing or sneezing have 

been reported as the main transmission route in the spread of COVID-19 [230, 232–237]. The 

incubation period, which is the time period from exposure to symptom onset, is two days, but 

can go up to 14 days. As soon as two days prior to the symptom onset, the infected individuals 

can be already contagious and transmit the virus [238]. The most infectious period is when 

people show symptoms, because the viral load is the highest at this time. Although 

asymptomatic cases have the same viral load as (pre)symptomatic cases and are able to 

transmit the virus [239], a shorter infectious period has been observed [240].  

The pathogenesis of a SARS-CoV-2 infection in humans can range from asymptomatic, 

mild symptoms to severe respiratory failure. At the time of onset and throughout the disease, 

symptoms of COVID-19 include fever or chills, breathlessness, coughing, headache, muscle 

ache, fatigue, nausea or vomiting, congestion, sore throat, diarrhoea, running nose, loss of 

taste (ageusia) and loss of smell (anosmia) [217, 241]. SARS-CoV-2 binds to nasal epithelial 

cells in the upper respiratory tract and starts local replication and propagation, along with the 

infection of ciliated cells in the conducting airways [242]. This stage of infection can last a 

couple of days and the generated immune response is limited. Although infected individuals at 

this stage have a low viral load, they are already highly infectious [243, 244]. Next, the virus 

starts migrating from the nasal epithelium to the upper respiratory tract via the conducting 

airways. During this phase, a greater immune response is manifested with symptoms of fever, 

dry cough and malaise. Most patients will not progress beyond this phase as the mounted 

immune response, including the release of C-X-C motif chemokine ligand 10 (CXCL-10) and 

interferons (IFN-β and IFN-λ), is sufficient to contain the spread of infection. In about one in 

five of all infected patients, the disease progresses to develop severe symptoms. Type 2 

alveolar epithelial cells are invaded by the virus via the host receptor ACE-2 and the virus 

starts to replicate to produce more nucleocapsids. These infected pneumocytes release many 
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different cytokines, inflammatory markers, including interleukins (IL-1, IL-6, IL-8, IL-120 and 

IL-12), tumour necrosis factor-α (TNF-α), IFN-β and IFN-λ, CXCL-10, macrophage 

inflammatory protein-1α and monocyte chemoattractant protein-1 (MCP-1). This cytokine 

storm will act as a chemoattractant for CD8 cytotoxic T cells, CD4 helper T cells and 

neutrophils. These cells are responsible for fighting off the virus and consequently are 

responsible for subsequent inflammation and lung injury. The host cells undergo apoptosis 

and consequently release new virus particles that infect adjacent type 2 alveolar epithelial 

cells. The sequestered inflammatory cells cause persistent injury and viral replication leads to 

loss of type 1 and type 2 pneumocytes. These lead to diffuse alveolar damage, which will 

culminate in an acute respiratory syndrome [245, 246]. Although all ages of the population 

seem to be susceptible to SARS-CoV-2, the clinical manifestation differs with age. Most young 

people only have mild diseases or are asymptomatic [241, 247, 248], while a greater risk of 

developing ARDS and death is observed in patients with serious pre-existing diseases and 

patients of an older age (>60 years) [249, 250]. In some COVID-19 cases, multiple organ 

failure has also been reported [217, 248]. Additionally, although most infected people recover 

from the acute phase of the disease, some people experience long COVID, which includes a 

range of symptoms, such as fatigue, loss of appetite, cognitive impairment, chills,… [251]. 

1.3.2. Virus classification  

Coronaviruses can infect a wide variety of mammalian and avian species and have a large, 

enveloped, positive-sense single-stranded RNA genome ranging between 26 to 32 kb in length 

[252]. Coronaviruses are classified under the family Coronaviridae, subfamily Coronavirinae. 

These are subdivided based on their genotypic and serological characteristics into four genera, 

including Alphacoronavirus, Betacoronavirus, Gammacoronavirus and Deltacoronavirus [216, 

253–255]. HCoV-229E and HCoV-NL63 belong to the Alphacoronavirus. The Betacoronavirus 

have been sorted into four lineages A, B, C and D. HCoV-OC43 and HCoV-HKU1 belong to 

lineage A, while SARS-CoV and SARS-CoV-2 are designated to lineage B and MERS-CoV is 

attributed to lineage C. Within the B lineage, SARS-CoV-2 is also grouped closely together 

with novel coronaviruses recently identified in pangolins and four horse-shoe bat coronavirus 

isolates (RaTG13, ZC45, RmYN02 and ZXC21) [243].  

Currently, more than a thousand SARS-CoV-2 lineages were reported that can be 

grouped into larger clades. The two main SARS-CoV-2 nomenclature systems include 

Nextstrain, where a new clade is called with a year-letter genetic clade naming when a global 

frequency of 20% is reached [256], and Global Initiative on Sharing Avian Influenza Data 

(GISAID), where a new clade is named by the actual letters of the defining marker mutations 
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of each cluster based on statistical distribution of genome distances in phylogenetic clusters 

[257]. Additionally, GISAID provides more detailed lineages assigned by the Phylogenetic 

Assignment of Named Global Outbreak LINeages (Pangolin) [258]. Since the emergence of 

SARS-CoV-2, several notable variants have emerged, that have been declared as variants of 

concern by the WHO [259]. Lineage B.1.1.7, termed Alpha lineage by WHO [259] and 

20I/501Y.V1 by Nextstrain [260], emerged in the United Kingdom in September 2020 [261]. 

Lineage B.1.1.7 was found to be more transmissible [262] and may cause more severe 

infections [263, 264]. Lineage B.1.1.7 is defined by multiple spike protein changes, including 

deletion 69-70, deletion 144 and amino changes N501Y, A570D, P681H, T716I, S982A, 

D1118H, as well as mutations in other genomic regions [265]. Lineage B.1.351, termed Beta 

lineage by WHO [259] and 20H/501Y.V2 by Nextstrain [260] was first detected in South Africa 

at the end of 2020 and has 13 fixed mutations present in all strains, and 17 non-fixed mutations 

compared to the most recent common ancestor (MRCA) of the SARS-CoV-2 phylogeny 

[258, 266]. Lineage B.1.351 has been associated with increased transmissibility [267] and 

reduced effectiveness for some Covid-19 vaccines [268–270]. Lineage P.1 [258], termed 

Gamma lineage by WHO [259] and 20J/501Y.V3 by Nextstrain [260], has been circulating in 

Brazil since the end of 2020. This variant has 17 unique mutations, including ten mutations in 

the spike protein such as N501Y and E484K [271] and is potentially associated with vaccine 

escape [272]. Lineage B.1.617.2 [258], termed Delta lineage by WHO [259] and 21A/484K.V1 

by Nextstrain [260], emerged in India in late 2020 [259]. In the B.1.617.2 genome, 13 non-

synonymous mutations were defined. There are four signature mutations in the spike protein 

of particular concern, including D614G, T478K, L452R and P681R [273]. It has been reported 

that the B.1.617.2 lineage is 40 to 60% more transmissible than the B.1.1.7 lineage and almost 

twice as transmissible as the original SARS-CoV-2 Wuhan strain [274]. Some studies indicate 

that the B.1.617.2 lineage may cause more severe illness compared to earlier strains in 

unvaccinated persons [275]. Additionally, it has been reported that in case of a breakthrough 

infection in fully vaccinated people, they produce the same amount of virus as unvaccinated 

people. However, this amount goes down more quickly in fully vaccinated people, which 

suggests that although fully vaccinated people are likely infectious, they are likely infectious 

for less time than unvaccinated people [275]. Finally, lineage B.1.529 [258], termed Omicron 

lineage by WHO [259] and 21K and 21L by Nextstrain [260], was first reported to the WHO in 

South Africa at the end of 2021 [276]. Since the emergence of the original BA.1 variant, several 

subvariants have emerged, namely BA.2, BA.3, BA.4 and BA.5 [277]. Compared to any 

previous SARS-CoV-2 variant more mutations were reported for the Omicron variant. Most of 

these mutations are novel and not found in previous variants [278]. For the variants BA.1 and 

BA.2, it was observed that three doses of a COVID-19 vaccine protected against severe 
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disease and hospitalisation [279–281]. However, it was reported that BA.4 and BA.5 was more 

infectious even in three-dose vaccinated individuals [277, 282, 283]. 

1.3.3. Viral proteins and their functions 

One of the first available complete genomes of the virus was SARS-CoV-2 Wuhan-Hu-1 

isolate (GenBank: MN908947.3) which comprised a 29 903-bp-long RNA genome. Similar to 

other coronaviruses, the SARS-CoV-2 genome has a bias against cytosine (C) and guanine 

(G) nucleotides [284]. This nucleotide bias arises from the mutation of guanines and cytosines 

to adenosines (A) and uracils (U), respectively [285]. It is likely that this bias arises to lower 

the energy to unbind the genome during replication and translation [285] in addition to avoiding 

the zinc finger antiviral protein which is produced by human cells to stop the virus spread [286].  

The genome is 5’-capped and 3’-polyadenylated and includes two flanking untranslated 

regions (UTRs) and several open reading frames (ORFs) that encode for several structural 

and non-structural proteins (NSPs). The structural proteins are responsible among others for 

the virus assembly [287], membrane fusion [288], host infection [289], morphogenesis and 

release of virus particles [290], while NSPs facilitate the transcription and viral replication [291]. 

The genome is organised in the order of non-coding 5’-UTR, replicase genes (ORF1ab), 

structural proteins and accessory proteins and non-coding 3’UTR [292] (Figure 1.4). The 

structural proteins are situated at the 3’-terminus of SARS-CoV-2 and include the spike (S), 

envelope (E), membrane (M), and the nucleocapsid (N) protein [293–295].  

The trimeric S protein, which protrudes from the viral envelope, is key for the viral entry 

into the host cell [296, 297]. Human coronaviruses recognize a variety of host receptors: 

MERS-CoV binds to dipeptidyl peptidase-4 (DPP4) [298], HCoV-229E recognizes human 

aminopeptidase N (hAPN) [299], HCoV-HKU1 and HCoV-OC43 bind to certain types of O-

acetylated sialic acid [300], and SARS-CoV, SARS-CoV-2 and HCoV-NL63 recognize 

angiotensin-converting enzyme 2 (ACE2) [301–303]. ACE2 receptors are found in the oral 

mucosa, nasal epithelium, heart, lungs, intestines, vascular endothelium, testis and kidneys 

and the virion penetrates into human cells using endocytosis [224, 304, 305]. It has also been 

reported that SARS-CoV-2 also recognizes ACE2 receptors from ferrets, pigs, civets, rhesus 

monkeys, pangolins, cats, dogs and rabbits [306–309]. This broad receptor usage of SARS-

CoV-2 implies a wide host range. The S protein, which is a class 1 fusion protein, has three 

segments: an intracellular tail, a single-pass transmembrane domain and a large ectodomain. 

This ectodomain includes the S1 subunit, containing the RBD that engages the host cell 

receptor and thus determines virus cell tropism and pathogenicity, and the membrane-fusion 
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subunit (S2), which mediates the fusion of viral and cellular membranes upon extensive 

conformational rearrangements [296, 310, 311].  

The E protein is a transmembrane protein that functions as an ion channel and assists in 

the budding and virulence [312]. Moreover, together with M and N proteins, the E protein is 

known to play a major role in the virus assembly [287, 290, 313].  

The M glycoprotein is the most abundant structural protein in a virion and is a 

transmembrane protein located in the viral membrane. Its primary function is in the 

development of a virus-specific humoral response. The M protein stimulates the host humoral 

response to generate neutralising antibodies [314]. Moreover, the transmembrane domain of 

the M protein may contain a T cell epitope cluster, which holds dominant cellular 

immunogenicity [314].  

The N protein is responsible for packaging the viral genome RNA (gRNA) into a helical 

ribonucleocapsid. Furthermore, the N protein contributes to regulating vRNA synthesis during 

transcription and replication [315–317].  

The largest ORFs of the genome are ORF1a and ORF1b, which encode 16 NSPs (NSP1-

11 and NSP12-NSP16) [318]. Additionally, because of ribosomal frameshifting ORF1a and 

ORF1b overlap and two polypeptides, pp1a and pp1ab, are produced. Two cysteine proteins, 

papain-like protease (PLpro) or NSP3 and 3C-like protease (3CLpro) or NSP5, are encoded 

by the viral genome. They are responsible for cleaving pp1a and pp1ab into 16 NSPs [319, 

320]. These 16 NSPs provide the necessary supporting functions to accommodate the viral 

replication and transcription complex (RTC), such as host immune evasion, modulating 

intracellular membranes and providing cofactors (NSP2-11). Additionally, they contain the core 

enzymatic functions involved in RNA synthesis, RNA proofreading and RNA modification 

(NSP12-16) [321, 322]. NSP1 plays an important role in suppressing the immune response of 

the host cell, which allows the virus to freely infect and replicate [323–325]. NSP2 interacts 

with host proteins prohibitin1 and 2 (PHB1 and PHB2). PHB1 and PHB2 interact with various 

transcription factors modulating transcriptional activity. Consequently, the host cell 

environment is altered and the signal that alarms the host cell about an ongoing viral infection 

is disrupted [326]. NSP3 plays a role in the RTC complex formation and includes two 

transmembrane regions (TM1 and TM2) and eight domains. During the RTC complex 

formation, NSP3 interacts with other NSPs and RNA [327]. Additionally, NSP3 modifies host 

proteins, such as RCHY1, to support viral survival and blocks the innate immune response of 

the host by de-ubiquitination [328]. NSP4 is a membrane-spanning protein that is important for 

normal double-membrane vesicles (DMV) formation along with NSP3 and NSP6. It is thought 

to bind the viral RTC complexes to the modified ER [329–331]. NSP5 is the viral main protease, 

referred to as 3CLpro and acts as a catalyst in the maturation processing of NSP4-NSP16 
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[332–334]. NSP6 induces autophagosome formation via an omegasome intermediate. Host 

proteins involved in inhibiting replication are removed by autophagosome activation, therefore, 

by limiting the autophagosome expansion the viral infection is favoured because of its reduced 

ability to deliver viral components to lysosomes for degradation [335–337]. NSP7 and NSP8 

compose a hexadecameric complex and increase the RdRp template binding and processivity 

[338–340]. NSP9 is a ssDNA-RNA-binding protein and engages other proteins in the RTC 

complex, mediating efficient transcription and replication of the virus [341, 342]. NSP10 plays 

important roles in the vRNA synthesis and polyprotein processing by interacting with NSP5 

protease [343]. Additionally, it stimulates exonuclease (ExoN) and RNA Cap 2'-O-ribose 

methyltransferase (2'-O-ribose Mtase) activities by recruiting NSP14 and NSP16 for the RTC 

complex and is thus critical for the cap methylation of viral mRNAs [344–347]. The RdRp 

activity of NSP12 is the main catalyst of the replication and transcription of the large SARS-

CoV-2 RNA genome [348–350]. NSP13 is a RNA helicase that unwinds double-stranded RNA 

(dsRNA) or DNA (dsDNA) up to several hundred base pairs using the energy of nucleotide 

hydrolysis. The helicase activity is stimulated by the presence of NSP12. NSP13 is involved in 

forming a RTC complex, improving viral replication efficiency and mediation of RNA 5’-

triphosphatase activity, which suggests its involvement in capping vRNA [351–353]. NSP14 

has two functions, namely the guanine-N7-methyltransferase (N7-MTase) activity in the C-

terminal domain that adds 5’ cap to vRNA [341] and ExoN activity in the N terminal domain 

that can hydrolyse ssRNA and dsRNA. It has been suggested that NSP14 is involved in 

proofreading, repair and recombination of the genome [345, 354]. This proofreading function 

is required to increase the fidelity and processivity during RNA synthesis of the RdRp because 

of the relatively large genome size compared to other RNA viruses [355]. NSP15 is a Mn2+-

dependent viral endoribonuclease (endoRNase) and is cleaved to form 2’-3’-cyclic phosphates 

[356]. Its endoRNase activity is important to evade activation of host immune responses [357–

359]. NSP16 or 2'-O-ribose Mtase forms a complex with NSP10. This complex shields vRNA 

and ensures formation of a protective cap to prevent recognition by the MDA5 receptor and 

IFIT proteins. As a consequence of viral infection with reduced host recognition, robust viral 

replication in the absence of the host cell’s innate immune response is possible [360–362]. 

The RdRp is composed of a catalytic subunit NSP12 and two accessory subunits NSP7 and 

NSP8 that increase RdRp template binding and processivity. The latter proposed with primase 

or 3’-terminal adenylyltransferase activity [321, 322, 339, 363, 364]. RdRp together with 

helicase (NSP13) and ExoN (NSP14) are important enzymes responsible for the transcription 

and vRNA replication. SARS-CoV-2 also has eight accessory proteins (3a, 3b, 6, 7a, 7b, 8b, 

9b and ORF14) derived from subgenomic RNA (sgRNA) that are distributed among the 

structural genes [292, 318, 365]. 
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Figure 1.4: Schematic representation of genomic structure of SARS-CoV-2. Genomic distribution of open 

reading frames across the SARS-CoV-2 genome (29 903 bp). The UTRs (blue), non-structural proteins (green) 

including the 16 NSPs (yellow) that form the RTC-complex, structural proteins (red) and accessory proteins (purple) 

are shown. SARS-CoV-2 has spherical structure with an outer lipid envelope and covered with spike glycoproteins. 

ORF=Open Reading Frame; NSP=Non-structural protein; S=Spike; E=Envelope; M: Matrix; UTR=Untranslated 

region; N=Nucleocapsid; PLpro=papain-like protease; 3CLpro=3C-like protease; RdRp=RNA-dependent RNA 

polymerase; Hel=RNA Helicase; ExoN=Exonuclease; EndoRNAse=Endoribonuclease; 2’O-ribose Mtase=2'-O-

ribose methyltransferase; +ssRNA=positive-sense single-stranded RNA  

1.3.4. Life Cycle 

The SARS-CoV-2 cell entry starts with the binding of the S protein to the human ACE2 

receptor [297, 301, 366]. The entry of the virus can occur using (1) the endocytic pathway 

within the endosomal-lysosomal compartment including processing by lysosomal cathepsins 

or (2) the cell surface pathway following activation by serine proteases such as 

Transmembrane Serine Protease 2 (TMPRSS2) [366–368]. TMPRSS2 allows early entry into 

the cell, which is preferred, whereas in the absence of this protease, the virus relies on the 

endosomal pathway [301, 369] (Figure 1.5, step 1). 

Once the RNA is released inside the cytoplasm (Figure 1.5, step 2), the genomic RNA is 

uncoated [370, 371] (Figure 1.5, step 3). The cell replication machinery of the host is hijacked 

by the vRNA and the host cell’s ribosome translates ORF1a and ORF1b using ribosomal 

frameshifting into large overlapping polyproteins, pp1a and pp1ab (Figure 1.5, step 4). These 
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polyproteins are further processed by viral proteases, PLpro and 3CLpro, into 16 NSPs (NSP1 

to NSP16) [372]. These 16 NSPs drive the viral genome replication and transcription [373] 

(Figure 1.5, step 6). 

The RdRp is directly involved in the replication and transcription, while the other NSPs in 

the RTC assist during these processes. The replication starts by the synthesis of positive-

sense genomic RNA to negative-sense genomic RNA, which is mediated by the RdRp (Figure 

1.5, step 7). Next, positive-sense genomic RNA is replicated from the negative-sense genomic 

RNA [374] (Figure 1.5, step 8). This replicated positive-sense genomic RNA will become the 

genome of the new viruses or generate more RTCs and NSPs. The RdRp directly mediates 

the synthesis of negative-sense sgRNA from the positive-sense genomic RNA. Subsequently, 

these negative-sense sgRNA molecules undergo transcription to the corresponding positive-

sense mRNAs [374, 375]. These mRNAs are translated into accessory proteins that assist the 

virus and the four structural proteins that will become part of the new virus particles (Figure 

1.5, step 9).  

Following the replication and synthesis of sgRNA, the mRNA of the N protein undergoes 

translation by cytosolic ribosomes to form the viral nucleocapsid protein. The mRNAs of S, E 

and M proteins are translated at the cytosolic side of the ER (Figure 1.5, step 10) and undergo 

translation by ribosomes docked to the cytosolic phase of the ER membrane [374, 376, 377]. 

The proteins formed during the ER insertion and translation are transported using a secretory 

path that leads into the ER–Golgi intermediate compartment (ERGIC) [378, 379]. In the ERGIC 

compartment, viral genomes are encapsidated by nucleocapsid proteins (Figure 1.5, step 11). 

Subsequently, budding occurs using the ERGIC membranes containing the necessary viral 

structural proteins to form mature virions [380]. The E and M proteins help the formation of 

virus-like particles by producing viral envelopes [381], while the N protein enhances their 

formation in the ER and Golgi apparatus [290]. Next, the virions are released from the infected 

cell via budding, exocytosis or cell death. Budding will be used by undeveloped virion particles, 

with the N protein allowing proper orientation of the virion for budding at the plasma, 

endosomal, nuclear or perinuclear membranes leading to the release of virus particles (Figure 

1.5, step 12). Matured virions at the ER or Golgi apparatus are released via exocytosis (Figure 

1.5, step 13). Often the virus attack will destroy the host cells’ machinery leading to the release 

of lysosomes. This disruption in cell integrity results in cell death and the consequent release 

of virus particles [382, 383]. The new virus particles are then ready to invade adjacent cells 

and provide fresh infective material for community transmission via respiratory droplets [245]. 

When homeostasis can no longer be maintained by the host cell, cell death or apoptosis will 

occur [384]. These dead cells will fill the lung airways with debris and fluid, which will cause 

clogging of the airways and eventually lead to pneumonia. Occasionally the immune system 
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overreacts and healthy lung tissues are damaged, resulting in even more cells to die, further 

clogging the immune system and making the pneumonia worse. If the lung damage keeps 

increasing, the patient experiences complete respiratory failure, eventually leading to death 

[385]. 

 

Figure 1.5: Life cycle of SARS-CoV-2 in human cell. (1) SARS-CoV-2 attaches itself to the cellular receptors and 

enters the cell using either the endosomal pathway or direct fusion. Following, the entry, the (2) release and (3) 

uncoating of the genomic RNA occur. (4) These are the subject of the translation of ORF1a and ORF1b into 

polyproteins pp1a and pp1ab. (5) These are processed into individual non-structural proteins (NSP) that (6) form 

the viral replication and transcription complex (RTC). (7) The RTC drives the production of full-length negative-

sense RNA copies of the genome during replication, (8) which are used as templates for full-length positive-sense 

RNA genomes. (9) The characteristic nested set of subgenomic RNAs are produced during (fragmented) 

transcription and translated to mRNAs. (10) The translated structural proteins translocate into the endoplasmic 

reticulum (ER) membranes and (11) interact with N-encapsidated, newly produced genomic RNA in the 

endoplasmic reticulum–Golgi intermediate compartment (ERGIC). (12) Following budding into the lumen, (13) the 

virions are released from the infected cell using exocytosis.  
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1.3.5. SARS-CoV-2 evolution 

The accumulation of mutations is an important feature of viral replication. These mutations 

can serve as viral genetic fingerprints to trace transmission routes across broad geographic 

regions. This genetic information can be used for contact tracing in case of superspreading 

events, where an individual infects a group of exposed individuals with a given viral strain [386]. 

The accumulation of mutations in the viral genome is due to the high error rates of the RdRp, 

which results in an estimated mutation rate of 6 to 8x10-4 nucleotides/genomes/year for SARS-

CoV-2, with one mutation occurring every two weeks [387]. Although the mutation rate is lower 

compared to HIV and influenza viruses [388, 389], the frequency of replication-based 

mutations is sufficiently high for genetic fingerprinting analysis and its relevant applications.  

Furthermore, the viral recombination process has the potential to have a severe impact 

on the virus evolution, host immunity evasion and transmissibility [390]. Recombination 

happens when host cells are co-infected with different strains of SARS-CoV-2, and the 

genomes are rearranged and combined during replication. These new virions could potentially 

possess different pathogenic properties. However, recombination detection is very 

challenging, because only a portion of the recombination events significantly changes the 

genealogy, and even then, mutations should happen on the correct branches of the genealogy 

to create detectable patterns [391]. Additionally, only a relatively short time period has passed 

since the emergence of SARS-CoV-2. Therefore, SARS-CoV-2 sequences only differ by a 

small number of mutations, likely resulting in undetectable recombination events. Furthermore, 

these recombination events can be indistinguishable from recurrent mutations [392]. However, 

as genetic diversity will probably increase over time, the recombination events may become 

more distinct. 

1.3.6. Quasispecies  

While on a strain-level, mutations are found at a relatively high frequency. Individual 

SARS-CoV-2 patients also show evidence of mutations that occur during the viral replication 

within the individual [393, 394]. It is believed that quasispecies are a strategy of virus evolution 

that allows a greater probability of changing the host range, cell tropism or overcoming internal 

or external selective constraints [141, 395, 396]. Deep sequencing has revealed quasispecies 

not only in influenza viruses, but also in SARS-CoV [397] and MERS-CoV [398] viruses. 

Recently, quasispecies were also observed in the case of SARS-CoV-2 [399, 400]. Based on 

observations in viruses and bacteria, it is well known that the genetic diversity in the 

quasispecies is influenced by pathogen-host interaction to adapt to different tissues and hosts. 

Any of these viral quasispecies or subpopulations can infect another individual. The 
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quasispecies may be specific to an individual patient and if one of these quasispecies is 

transmitted to another person, this information could be used to characterise transmission 

patterns. 

1.3.1. SARS-CoV-2 Surveillance 

The initial SARS-CoV-2 outbreak in Wuhan spread rapidly and soon other parts of China 

and an increasing number of countries were affected by the virus, resulting in a pandemic 

[228]. On 31 December 2019, a media statement about a cluster of viral pneumonia cases was 

picked up by the WHO’s Country Office in China, that subsequently notified the WHO Western 

Pacific Regional Office. All Member States were alerted by WHO on 5 January 2020 about the 

cluster that was caused by a novel coronavirus. The primary focus at global level was the rapid 

scaling to support the countries. WHO country offices started the support for the development 

of a national COVID-19 response strategy and they provided expert advice to ministries of 

health and its partners on priority inventions. Moreover, support for logistics, supply chain and 

procurement for the COVID-19 response was initiated, as well as, training relevant national 

and partner staff in technical areas or capacity-building [401]. Throughout 2020, WHO has 

taken up the considerable task of collating, validating, analysing and disseminating official daily 

case and death counts reported by 212 areas, territories and countries. This information was 

routinely published through several country- and region specific situation reports and 

dashboards. Besides active COVID-19 surveillance, WHO also recommends that countries 

use already existing syndromic respiratory disease surveillance systems such as those for the 

ILI and SARI surveillance. As of March 2020, WHO recommends four case definitions [402], 

namely a suspect case, probable case, confirmed case or contact. 

Italy was the first European country that was severely hit by the epidemic at the end of 

February 2020, followed by the other European countries a week later [403]. For the EU level 

surveillance, the Early Warning and Response System (EWRS) is used by the Member States 

to report the number of laboratory-confirmed cases of COVID-19. Additionally, the TESSy 

surveillance network is also used to collect COVID-19 data. WHO Regional Office for Europe 

and ECDC in collaboration with their surveillance networks in the Member states coordinate 

the reporting of the number of performed tests, the number of cases, hospital and ICU 

admissions, deaths, and the number of variants [404].  

The first Belgian infection was reported by the health authorities on the 4th of February 

2020 in an asymptomatic Belgian citizen repatriated from Wuhan [405]. In March, the number 

of symptomatic cases quickly increased. Initially the outbreak was related to the return of 

travellers, principally from Italy, but the number of infections quickly escalated due to local- 
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and community-based transmission throughout the country [406]. Due to the spread of SARS-

Cov-2, it became necessary to closely monitor this disease in order to inform public health 

decisions and actions. The Belgian institute for public health, Sciensano, collects data from 

different sources, including lab-confirmed COVID-19 cases, testing, hospitalised COVID-19 

patients and COVID-19 deaths. Persons are diagnosed with COVID-19 using a laboratory test 

that was carried out by the laboratory of the National Reference Centre (NRC) or by peripheral 

clinical laboratories, the network of university laboratories, or by the national testing platform. 

These tests include antigen tests, rapid antigen tests and PCR tests. Basic demographic data, 

the result of these tests and the number of total tests that were performed is collected by 

Sciensano which is summarised in daily reports. Data about hospitalisation is collected through 

a survey where aggregated data on the number of hospitalised and deceased COVID-19 

patients is provided by all Belgian general hospitals on a daily basis. For the COVID-19 deaths, 

there are several data sources, namely the daily reporting from the hospitals to Sciensano and 

nursing homes to the regional authorities and the mandatory declaration for general 

practitioners to the regional authorities [407]. 

Besides surveillance systems that collect data on lab-confirmed cases, governments 

around the world also introduced digital surveillance to help contain the spread of virus. They 

are mostly available in the form of smartphone apps that use Bluetooth data exchange or global 

positioning system (GPS) to keep track of the proximity between devices that have installed 

the app. If a user tests positive for the virus, other users who have been in close contact 

according to the proximity data are sent a message. These alerted users can then test and 

isolate themselves in order to reduce virus circulation in a given population [408]. 

In parallel to clinical surveillance, most countries, including Belgium, perform wastewater 

surveillance. Wastewater can also be tested for the presence or prevalence of SARS-CoV-2 

in the population, because SARS-CoV-2 RNA is shed in the faeces of approximately 40% of 

the infected persons [409]. SARS-CoV-2 RNA loads have been reported from 550 to 1.21x105 

copies/mL in faeces, while the viral load obtained in respiratory specimens was higher at 641 

to 1.34x1011 copies per mL [410]. However, it was still possible to detect SARS-CoV-2 

genomes in faeces several weeks after the oral swabs no longer tested positive. This would 

suggest that the viral excretion may last longer in faeces and it is hypothesised that the virus 

could be transmitted by a faecal-oral route [411, 412]. The presence of SARS-CoV-2 has been 

reported in raw wastewater and an association was observed between an increase of the RNA 

concentration in raw wastewater [413–415] and an increase in reported COVID-19 cases [414]. 

This renders wastewater-based epidemiology as an important tool to trace the circulating 

viruses in a community. Furthermore, it provides opportunities to estimate their genetic 

diversity, geographical distribution and prevalence [416, 417]. In addition, wastewater 
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surveillance could provide an unbiased method not limited by the asymptomatic nature of the 

viral infections leading to the underdiagnosis of positive cases compared to clinical surveillance 

[418]. Moreover, wastewater surveillance makes it possible to evaluate the spread of infection 

in different areas, even where there are limited resources for clinical diagnosis or delays in test 

reporting [419]. However, there are several limitations to wastewater surveillance. The 

correlation between the level of viruses and the specific number of cases may be challenging, 

because the viral load in the sample is subjected to the excretion rate during the course of the 

infection, inconsistent capture of spatial variability due to travel and use of multiple wastewater 

systems in time, temporal delays, inactivation during the wastewater transport process, dilution 

due to precipitation and/or infrequent or absent clinical testing [420]. In addition, the virus 

detection and quantification can be limited due to the stability of the genome in wastewater, 

sampling variability, low efficiency of virus concentration methods and the lack of sensitive 

detection assays [413]. In Belgium, water samples are taken from the influent of 42 wastewater 

treatment plants (WWTP) twice per week. Three laboratories, namely Sciensano, e-Biom, and 

University of Antwerp, detect SARS-CoV-2 in these wastewater samples and report the results. 

1.3.2. Vaccination & Antiviral drugs 

1.3.2.1. Vaccination 

Before the COVID-19 pandemic, a vaccine targeting an infectious disease had never been 

produced in less than several years. Additionally, no vaccine had been developed beyond the 

preclinical stage for the prevention or mitigation of disease caused by coronavirus infections 

in humans [421]. At least nine different technologies have been explored in an attempt to create 

an effective vaccine against SARS-CoV-2 [422, 423]. Most of these vaccine candidates focus 

on the spike protein [424]. These technologies include next-generation strategies for precise 

targeting of COVID-19 infection mechanisms [423–425]. Technologies that were used include 

RNA vaccines, adenovirus vector vaccines, inactivated vaccines, subunit vaccines, virus-like 

particle vaccines, lentivirus vector vaccines [426, 427], DNA vaccines [428–430, 430, 431], 

conjugate vaccines, and a vesicular stomatitis virus exposing the SARS-CoV-2 spike protein 

[432].  

RNA vaccines use RNA to generate an immune response. The spike-encoded mRNA in 

the vaccine is translated into viral proteins and causes human cells to build the spike protein 

of SARS-CoV-2. This elicits an immune response and the translated viral proteins are 

recognized as antigens. Most of these RNA vaccines use nucleoside-modified mRNA. 

Furthermore, the injected mRNA is formulated in lipid nanoparticles that protect the RNA and 

help their absorption and delivery into the cells [433–436]. The advantages of nucleic acid 
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vaccines are the fast design and development, the scalability, the safety as no infectious agent 

handling is required and the induction of humoral and cellular responses. A main disadvantage 

is that mRNA vaccines exhibit instability and require storage at maximum -20°C [437]. The 

Pfizer-BioNTech COVID-19 vaccine (Comirnaty) and Moderna COVID-19 vaccine (Spikevax) 

both RNA vaccines, were the first to be authorised in the United States, the United Kingdom, 

and the European Union [438, 439]. Pfizer’s BNT162b2 vaccine encodes full-length, 

membrane-anchored spike proteins that is prefusion stabilised and is known as a nucleoside-

modified full-length prefusion-stabilised S-2P construct. Besides the nucleoside-modified 

mRNA-LNP (lipid nanoparticles) vaccine that was eventually chosen, Pfizer also developed 

versions using self-amplifying mRNA-LNP and unmodified non-replicating mRNA LNP [440]. 

Moderna’s mRNA-1273 also encodes the full-length prefusion stabilised spike protein and 

solely focused on the nucleoside-modified mRNA LNP platform [441]. Both Moderna and 

Pfizer/BioNTech used nucleoside-modified mRNA vaccines which had a considerably higher 

efficacy compared to Curevac’s unmodified mRNA-LNP vaccine [440]. In June 2021, CureVac 

failed to prove that their COVID-19 vaccine is 50% effective [442].  

Adenovirus vector vaccines are non-replicating viral vector vaccines that use an 

adenovirus shell containing DNA that encodes for a SARS-CoV-2 protein [443]. This vaccine 

does not lead to the new production of adenovirus particles, but rather evoke a systemic 

immune response after immunisation by letting the host cells produce antigens [441]. The 

advantages of these vaccines are the robust humoral and cellular responses after already one 

dose in addition to a good safety profile. Disadvantages are that pre-existing immunity against 

the viral vector can weaken the immune responses and some candidates require storage at 

maximum -20°C [437]. Authorised adenovirus vector vaccines in the EU are the Oxford-

AstraZeneca COVID-19 vaccine, Vaxzervria, [444] and Janssen COVID-19 vaccine, Jcovden, 

[445, 446]. Under review at the EMA is the Sputnik V COVID-19 vaccine [447]. Vaxzevria 

developed by Oxford University and AstraZeneca use the modified chimpanzee adenovirus 

ChAdOx1 [444, 448, 449] containing the full-length codon-optimised coding sequence of the 

spike protein along with a tissue plasminogen activator leader sequence [449, 450]. The 

Janssen COVID-19 vaccine or AD26.COV2.S is a recombinant, non-replicating adenovirus 

serotype 26 (Ad26) vector that encodes a prefusion stabilised full-length spike protein [441]. 

Sputnik V employs a heterologous prime-boost vaccination strategy with recombinant 

adenovirus Ad26 followed by Ad5 as vectors for the expression of the spike protein [451].  

Inactivated vaccines include virus particles grown in culture and then killed using methods 

such as formaldehyde or heat to inactivate the SARS-CoV-2 virus, while still capable of eliciting 

an immune response against the structural proteins of the virus [452]. Advantages of this 

vaccine are the safety, because the pathogen is inactivated, the transport and storage. 



CHAPTER 1: INTRODUCTION 

36 

Disadvantages are the processing of large quantities of pathogen, the antigen immunogenicity 

that can be affected by the inactivation process, low immunogenicity so multiple booster doses 

are required and poor induction of cellular responses [437]. In the EU, the COVID-19 vaccine 

from Valneva is authorised for use. Other vaccines that are authorised in other parts of the 

world include the Indian Covaxin [453], Russian CoviVac [454], Chinese CoronaVac [455, 

456], WIBP-CorV [457], BBIBP-CorV [458], Iranian COVIran Barekat [459] and Kazakhstani 

QazVac [460].  

Recombinant subunit vaccines display one or more antigens while not introducing whole 

virus particles. They are often protein subunits, however they can be any molecule that is a 

fragment of the pathogen [461]. The advantages of recombinant subunit vaccines are the 

safety during production, the safe administration to immunosuppressed people and no 

infectious agent handling is required. Disadvantages are the small size of the antigens that 

diminish their uptake by antigen-presenting cells, low immunogenicity so several booster 

doses and adjuvants are needed, poor induction of cellular responses, a need for confirmation 

about the antigen integrity and finally the production is limited by antigen production scalability 

[437]. The Novavax COVID-19-vaccine, Nuvaxovid [462], is authorised by the EU. The peptide 

vaccine EpiVacCorona [463] and ZF2001 [464] are two authorised vaccines in other parts of 

the world, while the Sanofi GSK vaccine [465], and COVID-19 vaccine from HIPRA Human 

Health [466] are pending authorization by the EMA. 

1.3.2.2. Antiviral drugs 

Although clinical data and experimental studies suggest that the licensed vaccines are 

helping to prevent COVID-19, these vaccines may not be as effective against some emerging 

SARS-CoV-2 variants [467]. Moreover, there was an acceleration in advancing vaccine 

development due to the urgent need for a vaccine, resulting in licensing new vaccine 

technologies that lead to uncertainties regarding long-term safety issues, durability and 

effectiveness [467, 468]. In addition, COVID-19 vaccines are intended for prophylactic use 

only. Therefore, it is essential to develop antivirals for those who do contract the disease or for 

immune-compromised patients who respond very poorly to COVID-19 vaccines. Potential 

targets of antiviral therapy are inhibiting the TMPRSS2 human protease [469], preventing virus 

entry, targeting the RdRp that replicates SARS-CoV-2 genomes [470], preventing virus 

assembly by using protease inhibitors to inhibit 3CL protease that is responsible for building 

virus particles from polypeptides [469], and many other targets of the life cycle of SARS-CoV-

2. Since August 2022, there are eight antiviral drugs or therapies authorised for use in the 

European Union, including Regkirona (regdanvimab) [471], Ronapreve 

(casirivimab/imdevimab) [472] and Veklury (remdesivir) [473], Evusheld 
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(tixagevimab/cilgavimab) [474], Kineret (anakinra) [475], Paxlovid (PF-07321332 / ritonavir) 

[476], RoActemra (tocilizumab) [477], and Xevudy (sotrovimab) [478]. Regdanvimab is a 

monoclonal antibody and the active substance in Regkirona. It has been designed to attach to 

the spike protein of SARS-CoV-2 to prevent the virus from entering the cells of the host. 

Ronapreve, Evusheld and Xevudy include monoclonal antibodies that will attach to the spike 

protein of SARS-CoV-2 and prevent the virus from entering the cells. Consequently, the virus 

cannot multiply and is unable to cause an infection. However, although these anti-RBD mAbs 

can neutralise the original SARS-CoV-2 strain, many showed a reduced neutralising activity 

for the Omicron variant. Particularly, the mAbs casirivimab, imdevimab and regdanvimab 

showed a reduced or complete lack of neutralising activity in cell culture [479]. Remdesivir is 

the active substance in Veklury and is a viral RNA polymerase inhibitor that interferes with the 

production of viral RNA. This interference hampers the virus from multiplying inside cells, which 

helps the body to overcome the viral infection and helps patients get better more quickly. 

Kineret is an immunosuppressive medicine that attaches to the receptors where interleukin 1 

normally attaches itself to. By blocking the activity of interleukin1, it helps to relieve the COVID-

19 symptoms. Paxlovid helps to reduce the ability of SARS-CoV-2 to multiply in the body. 

RoActemra is a monoclonal antibody that attaches to the interleukin-6 receptor which reduces 

the inflammation and other symptoms. Furthermore, Olumiant (baricitinib) and Lagevrio 

(molnupiravir) are waiting for marketing authorization in the European Union [480]. 

1.4. Diagnostic methods 

For both influenza and SARS-CoV-2 surveillance, mostly respiratory samples are 

collected. These samples should be collected as soon as possible after illness onset with a 

nasopharyngeal swab, nasal aspirate or wash or a combined oropharyngeal and 

nasopharyngeal swab. In case of intubated patients, an endotracheal, bronchoalveolar lavage 

or sputum specimens should be collected. The specimens should be placed into sterile viral 

transport media and subsequently stored at 4°C for transport to the laboratory. To prevent 

degradation of the RNA and viability of the pathogen, the sample should be kept at -70°C and 

regular freezing and thawing should be avoided. These samples are then used to perform 

diagnostic tests to identify the viral pathogen. These diagnostic tests are mainly divided into 

two broad categories, namely clinical diagnostics and in vitro diagnostics [481–483] (Figure 

1.6). 



 

 
 

 

Figure 1.6: Overview of the available clinical, diagnostic and research strategies for the diagnosis of a COVID-19 infection.
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1.4.1. Clinical diagnostics 

The most basic way of diagnosing infections is based on the clinical presentation of the 

patient. Clinical diagnostics comprise the initial assessment that may raise suspicion but does 

not provide definitive identification of the viral pathogen. Clinical diagnostics include symptoms, 

imaging, and laboratory markers not specific to the virus [482].  

In the case of influenza, this method is often used in surveillance programs where they 

focus on the trends in illness presentation on a larger scale rather than the diagnosis of 

individuals. Common case definitions are ILI and SARI surveillance. Based on the symptoms, 

it is not possible to distinguish influenza from other respiratory pathogens. However, during 

seasonal epidemics it is fairly accurate and should be suspected in cases of ARDS, 

pneumonia, sepsis, myocarditis, encephalitis or rhabdomyolysis [484].  

In the case of the COVID-19 pandemic, mainly chest CT scans have been used as a 

complementary approach for early SARS-CoV-2 diagnosis and evaluation of disease 

progression. Non-specific biomarkers, such as leukopenia, lymphopenia, elevated 

aminotransaminase levels, elevated lactate dehydrogenase, and elevated inflammatory 

markers [485, 486], can also indicate other infectious diseases. However, they were frequently 

relied upon at the beginning of the pandemic, when specific testing capacity was extremely 

limited [241, 487]. Finally, artificial intelligence (AI) shows promise for automated detection of 

COVID-19 using pattern recognition algorithms [488]. There have already been studies where 

machine learning used CT scans to distinguish COVID-19 from other pneumonia causes [489]. 

Smartphone-based applications using breathing and coughing sounds and results from breath-

analyser tests also have been proposed to be used by machine learning algorithms for COVID-

19 self-testing [490–492]. 

1.4.2. In vitro diagnostics 

Due to the similarity between many of the viral respiratory tract illnesses, the causative 

agent has to be confirmed with a laboratory diagnosis. In vitro diagnostics include serologic 

antibody and antigen-based assays and nucleic acid amplification tests (NAATs) (Figure 1.6). 

These are broadly applicable in different settings of public health, clinical care or epidemiologic 

investigations and are recommended for suspected cases [493]. Though all of these tests are 

fundamentally different, the quality of the sample is crucial for successful detection. The 

collection method, type of sample (e.g. serum, blood, sputum, faecal matter, nasal swabs…) 

and its clinical relevance for diagnostics (e.g. for respiratory infections samples taken from the 
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respiratory system will typically yield the highest concentration), and sample preprocessing all 

play an important role in the detection regardless of the chosen method.  

1.4.2.1. Serological assays 

Generally, serological assays are used to give information about past infections. They 

would not guide treatment options because antibodies are generally detected in serum 

samples taken at the acute and convalescent phase of the infection and the infection will be 

resolved by the time the second convalescent sample is collected. However, serology does 

provide important epidemiological data that can influence patient management, for example 

for the selection of the strain for influenza vaccines. 

The assessment of prior viral exposure and thus potential immunity can be performed 

using serological measurement of specific antibodies. For most viral infections, viral RNA 

detection or the detection of IgM and IgG antibodies indicate an acute infection, while a 

significant IgG increase indicates a recent infection. For SARS-CoV-2 (Figure 1.7), neutralising 

antibodies are found in up to 50% of the infected, immune competent individuals by day 7 and 

in all infected individuals by day 14. During the first week after SARS-CoV-2 infection, the IgM 

levels increase, peaking after two weeks and then decrease back to near-background levels 

in most individuals, which makes it an indicator of early-stage infection. After one week, IgG is 

detectable and a high level is maintained for a long period, sometimes even more than 48 days 

[494]. Thus, IgG may serve as protection against reinfections. IgA can be detected between 

four and ten days after infection.  

 
Figure 1.7: Approximate timeline from SARS-CoV-2 infection. The incubation has been reported to be 2 to 14 

days. A specific IgM antibody response starts and peaks within 7 days and continues as long as the acute phase 

of the disease continues. Specific IgG and IgA antibodies are developed a few days later after IgM.  
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1.4.2.1.1. Antibody-based test 

Antibody serology as a diagnostic tool can be especially interesting in case of patients 

with delayed clinical presentation, who may be missed by NAAT [495]. However, in most 

cases, antibody assays are suboptimal in a pandemic context due to delayed seroconversion 

and performance variability [496]. Antibody assays are of particular use for epidemiological 

purposes, estimation of the attack and case fatality rate [497], and to evaluate the impact of 

control measures. Furthermore, antibody evaluation allows assessment of vaccine 

immunogenicity and identification of plasma donors, especially in the elderly or otherwise 

immunocompromised people [495, 497, 498]. The design of antiviral drugs or vaccines can 

also be facilitated by the cross-reactivity with viral antibodies [499, 500]. Finally, potential 

zoonotic disease transmission from wild-life reservoirs can also be identified by serological 

surveillance [501, 502]. 

The most commonly used serological assays for influenza detection are HAI assay 

microneutralisation or virus neutralisation assay (VN) complement fixation assay, single radial 

hemolysis (SRH), and enzyme linked immunosorbent assay (ELISA). For SARS-CoV-2 

detection, chemiluminescent immunoassays (CLIA), ELISA, and lateral flow immunoassays 

(LFIA) are currently the marketed platforms for serologic evaluation of antibodies.  

The HAI assay is mostly used to confirm the presence of HA-specific antibodies of the 

influenza virus in serum due to vaccination or natural infection. This assay uses serum dilutions 

to find the highest dilution where complete hemagglutination is prevented by the ability of the 

HA-specific antibodies to hinder the attachment of the virus to erythrocytes [503]. This is a 

simple and inexpensive test, however, its poor sensitivity limits the usability for virus diagnosis 

[504].  

Following a natural infection or vaccination, VN assays can measure the introduction of 

virus-specific antibodies. This assay is based on preventing the viral infection of cells by the 

ability of virus-specific antibodies to neutralise the virus. The virus neutralisation titer is the 

highest dilution at which virus infection is completely blocked [504]. This assay is more 

sensitive compared to the HAI assay, however, its application in routine is limited as infectious 

viruses need to be used in certified Biosafety Level (BSL) 2+ and BSL3 laboratories [503].  

Complement fixation is an immunodiffusion-based approach that forms antigen-antibody 

complexes in case of vaccinated or infected patients which can be visualised. Due to its low 

sensitivity, it is not often used anymore [505].  

SRH is mostly used to determine the introduction of antibodies after vaccination or natural 

infection. This assay measures complement-mediated hemolysis induced by antigen-antibody 

complex. SRH is more sensitive than HAI and no pretreatment of the serum is needed to 

inactivate non-specific inhibitors.  
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Similar principles are used by CLIA, ELISA and LFIA assays, but they differ in the method 

of antibody-antigen binding detection [506]. CLIAs use magnetic, protein-coated microparticles 

to mix patient samples and generate a light-based, luminescent readout [507, 508]. ELISAs 

can be quantitative or qualitative and possibly involve several manual steps which increases 

their time to results. In an ELISA, the antigen is immobilised either directly on the surface or 

by using a capture antibody that is immobilised on the surface after which a clinical sample is 

added. Subsequently, the antigen is complexed to a detection antibody that is labelled by a 

fluorophore or an enzyme (direct), such as horseradish peroxidase (HRP) or alkaline 

phosphate (AP) or is not labelled (indirect). LFIAs are small and portable and they are suitable 

for qualitative point-of-care (POC) assessment, which results in the presentation of a coloured 

line after the addition of specimen to the strip [509].  

In addition to these conventional techniques, automated detection of antibodies are 

facilitated by the recent development of SARS-CoV-2 proteome-based microarrays [510]. This 

high-throughput format allows the generation of more systematic descriptions of antibody 

binding and viral antigens [511]. Furthermore, a programmable phage-display 

immunoprecipitation and sequencing technology platform, VirScan, has also been adapted for 

the detection of SARS-CoV-2. One drop of blood is required to scan over 1000 virus strains. 

SARS-CoV-2 exposure is predicted with 99% sensitivity and 98% specificity using a machine 

learning model trained on VirScan data. Although this type of approach could be interesting to 

understand past exposure epidemiology, it is not yet widely suitable or available for acute 

diagnostics [512]. Another antibody assay in development uses biosensors with polyaniline 

nanofibers-coated optical fibres for serological measurements. These could eventually be used 

in a plug-and-play format [513]. Finally, a microfluidic ELISA system is being developed to 

detect COVID-19 antibodies via a lab-on-chip platform. A microfluidic device separates 

plasma, which is used to detect antibodies using a semi-automated on-chip ELISA. Although 

the use is simpler than manual ELISA, this platform still needs performance evaluation [514]. 

1.4.2.1.2. Antigen-based test 

Another type of serological assay is antigen testing, which is an attractive potential POC 

diagnostic. It detects protein fragments within or on the virus in specimens collected from the 

nasal cavity of nasopharyngeal swabs [515]. More specifically, the viral antigens will bind to 

the corresponding antibody which can then be detected using optical, electrochemical, 

magnetic, and surface plasmon resonance-based techniques [516]. These tests are more 

rapid compared to RT-qPCR which takes hours.  

Rapid influenza diagnostic tests (RIDTs) are antigen-based tests that can be used in POC 

settings for rapid diagnosis of influenza virus infections. Monoclonal antibodies are used to 
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target viral NP and make use of either immunochromatographic or enzyme immunoassay 

techniques. They are often used for diagnosis of influenza infections as they can be completed 

in less than 30 minutes, with results visually indicated based on a colour change or another 

optical signal [503]. However, they cannot distinguish influenza A from influenza B infections 

or between influenza A subtypes [503, 517]. 

For SARS-CoV-2, the N protein is considered an excellent target based on previous 

experience for a diagnostic sandwich assay using monoclonal antibodies. During replication, 

the N protein is abundantly secreted and the cross-reactivity with other human coronaviruses 

is low [518, 519]. Currently, the widely available SARS-CoV-2 antigen kits use two main 

approaches, namely the fluorescence immunochromatographic assay (FIA) that provides 

results via an automated immunofluorescence reader [520] and the immunochromatographic 

(ICT) assay based on colloidal gold conjugated antibodies that result in visible coloured bands 

to indicate positivity [521]. A SARS-CoV-2 specific antigen can also be detected by using 

nanotechnology in biosensor devices. A fibre-optic absorbance biosensor (P-FAB) platform 

and field-effect transistor (FET) based biosensing device have been developed to detect N 

and S proteins from SARS-CoV-2, respectively [522, 523]. However, developing effective 

antigen tests is challenging due to the lack of antibodies for specific proteins of SARS-CoV-2. 

SELEX (systematic evolution of ligands by exponential enrichment) based strategies are useful 

for the identification of affinity ligands such as aptamers specific to SARS-CoV-2. These 

aptamers are significantly cheaper and easier to produce compared to antibodies [524]. 

Furthermore, antigen tests have been reported to be less sensitive compared to RT-qPCR and 

could be less reliable in case of low viral load. Although minimal sample preprocessing is 

needed and the sample-to-result time of antigen assays is relatively fast [523], additional 

external validation is needed before its incorporation into clinical practice. 

1.4.2.2. Nucleic acid-based tests 

NAATs are much more sensitive in comparison to serological and antigen-based tests and 

can detect virus-derived nucleic acids in clinical samples much earlier in time. NAATs mainly 

include RT-qPCR, RT droplet digital PCR (ddPCR), Loop-Mediated Isothermal Amplification-

Based Assay combined with reverse transcription (RT-LAMP), Clustered Regularly 

Interspaced Short Palindromic Repeats D(CRISPR) based methods, Nucleic Acid Sequence-

Based Amplification (NASBA), Simple Amplification-Based Assay (SAMBA), and nucleic acid 

sequencing approaches that will be discussed in Section 1.4.3.  

RT-qPCR is considered the gold standard for influenza diagnostics among NAATs. The 

extraction is followed by RT-qPCR from which the extracted RNA is reverse transcribed into 

cDNA using a reverse transcriptase. Reverse transcription can be conducted by using different 
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primers, including gene-specific, random or oligo-dT, depending on the cDNA yield, type of 

RNA and specificity [525]. The produced cDNA can then be used for the qPCR step where the 

target is exponentially amplified [493, 526, 527]. Finally, the PCR products are amplified 

coupled with fluorescent detection of labelled PCR products [503]. RT-qPCR can easily target 

multiple viruses, but also different regions within a virus. A multiplex RT-qPCR enables the 

possibility of targeting for example both influenza A and influenza B viruses in one reaction. 

Targeting at least two regions of a virus helps to avoid the detection of false-negative results 

due to genetic modifications [528, 529]. Other false negatives can be caused by collecting the 

sample when the viral load is low due to the timing of sampling, poor sample collection 

technique resulting in reduced quantity or quality, degradation due to inappropriate transport 

of the unstable RNA virus, and technical limitations of the RT-qPCR test [493, 530–532]. A 

large disadvantage of RT-qPCR methods is that it needs to be performed in certified labs 

where expertise, specialised equipment and well-developed specimen management 

infrastructure are available. The significant burden on most labs of large-scale testing during 

the COVID-19 pandemic resulted in interest in a reliable POC molecular test, including rapid 

NAAT and rapid antigen POC tests, that produces rapid results and facilitates timely patient 

management decisions [533, 534]. However, the performance of these tests varies greatly. 

Some rapid NAATs and rapid antigen tests are considerably less sensitive compared to RT-

qPCR tests. All POC tests are able to identify highly infectious cases when the viral loads are 

high, but sensitive tests are also important to prevent disease transmission by detecting early 

pre-symptomatic infections. 

Another approach, RT-ddPCR can detect a target and perform absolute quantification 

using the principles of sample partitioning and Poisson statistics, which facilitates surveillance 

of intra and inter-case variability [535]. During RT-ddPCR, the sample is divided into thousands 

of micro-reactions of defined volume [536]. Normalisation and calibrator issues associated with 

RT-qPCR are overcome by RT-ddPCR, which increases the precision of the method. 

Furthermore, RT-ddPCR is more sensitive to detect low target copies and is relatively 

insensitive to potential PCR inhibitors [537]. 

RT-LAMP uses DNA polymerase and 4 to 6 primers that bind to distinct target regions of 

the genome. The analysis of the reaction products can be done using conventional DNA-

intercalating dyes, UV-light illumination, agarose gel electrophoresis, real-time fluorescence, 

or by end-point colorimetric readouts through the detection of reaction by-products, such as 

protons and pyrophosphate, released during DNA polymerization [538]. Multiplex RT-LAMP 

assays have been designed to detect subtypes A(H1N1), A(H3N2) and influenza B viruses in 

a short time [539]. Due to the isothermal conditions, the greatest advantage of RT-LAMP is the 

low-cost field deployment because an expensive thermal cycler is not needed [540]. In 
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addition, the short sample-to-result of approximately one hour and the adaptation to 

smartphones to be used as a personal POC diagnostic makes it also an interesting alternative 

[526, 541]. However the primer design is often complex, time-consuming and requires 

significant expertise [542]. Moreover, currently they are not yet sufficiently specific or sensitive. 

Due to the presence of multiple primer pairs, there may be an increase of non-specific by-

product formation [543]. Additionally, inefficient amplification of the target sequence is caused 

in case of low viral loads [543]. 

The interest in CRISPR based methods for infectious disease applications has 

substantially increased the past few years [544], because of the low cost, the short sample-to-

result of approximately one hour and particularly in the setting of infrastructure constraints 

[545]. The effector enzymes CRISPR-associated (Cas) proteins can recognize and cut 

CRISPR that belongs to a family of palindromic nucleic acid repeats found in bacteria [546]. 

These Cas proteins are very sensitive and can be programmed to identify and cut SARS-CoV-

2 sequences [481] which would then generate a detectable signal [515]. However, these 

CRISPR-based methods still need careful validation and field testing [547]. 

NASBA amplifies multiple genes in a target RNA sequence using reverse transcriptase, 

RNaseH and RNA polymerase [548]. A forward primer with T7 promoter region binds to a 

target RNA sequence and is extended by reverse transcriptase after which RNaseH breaks 

down the original RNA target sequence. A second primer attaches to the new amplicon and 

using reverse transcriptase the sequence is extended. Finally, RNA is synthesised by binding 

the T7 RNA polymerase to the extended amplicon. These steps are repeated until the RNA is 

detectable [549]. SAMBA is a NASBA-based method that uses a nitrocellulose dipstick to 

visualise the test result. After the isothermal amplification via NASBA, a dipstick was inserted 

into the reaction mixture to visualise the signal [550]. 

Finally, genomic sequencing is essential to trace transmission patterns and for the 

phyloepidemiological evaluation of changes in the viral genome over time [551]. Moreover, 

sequencing allows the identification of the subtype or variants to which the virus belongs to, 

because it can take the whole genome or at least a larger part of the genome into account 

compared to NAATs. This method will be further discussed in the following Section 1.4.3. 

1.4.3. DNA sequencing 

Although the double helix structure of DNA was discovered in 1953 [552], it took another 

fifteen years before a segment of the DNA sequence could be determined [553]. Since the 

publication of the first bacterial genomes [554, 555], first shotgun-sequenced genome [556] 

and draft human genome [557], the cost of sequencing has been rapidly decreasing. 
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Consequently, methods and data from whole genome sequencing (WGS) are increasingly 

being used. Although DNA sequencing is currently not a first line diagnostic test in routine 

surveillance, it can be used to further characterise the pathogen. While WGS is too labour-

intensive and costly in case limited genomic information is wished to be extracted, however, 

the increasing number of resistance genes and viral variants, the use of sequence data for 

transmission studies and other advancements in the field are driving the increased use of 

WGS. Moreover, as WGS characterises the whole genome, it also allows the classification of 

influenza viruses and SARS-CoV-2 variants. 

1.4.3.1. Viral sequencing methods 

After sample collection from the patient, animal or environment, the sample will contain a 

combination of various organisms. Typically, the viral DNA and/or RNA in respiratory samples 

is low for direct sequencing due to the presence of contaminating host DNA [558]. Currently, 

virus sequencing is achieved by ultra-deep sequencing or through viral enrichment before 

sequencing either directly or by concentrating virus particles. The three main viral sequencing 

methods are metagenomic sequencing, PCR amplicon sequencing and target enrichment 

sequencing.  

Metagenomic sequencing has been extensively used for the characterisation of microbial 

diversity in clinical and environmental samples and the discovery of novel pathogens [559, 

560]. The DNA and/or RNA from the host, bacteria, viruses, fungi and other pathogens is 

extracted from the sample and after the preparation of the library it is sequenced with RNA 

sequencing or shotgun sequencing. Due to the presence of contaminating nucleic acids 

coming from the host and commensal microorganisms, the sensitivity decreases because the 

proportion of viral reads is often low [558]. Consequently, additional steps are often added 

such as concentrating virus particles through non-specific amplification methods, sequencing 

at high read depth to increase the amount of virus sequences, and the depletion of host 

material using for example filtration, centrifugation and nuclease treatment. However, these 

methods add to the cost, therefore, metagenomic sequencing is typically only used on a small 

number of samples for research purposes [561, 562]. Moreover, appropriate bioinformatic tools 

and databases that need high-performance computational resources are needed for pathogen 

discovery or diagnosis. 

PCR amplicon enrichment is the most common approach for enriching small viral 

genomes before sequencing by using primers complementary to a known nucleotide 

sequence. However, multiple overlapping sets of primers may be needed to ensure the 

amplification of all genotypes due to the heterogeneity of RNA viruses. PCR amplicon 

sequencing is favourable compared to metagenomic methods in case of low virus 
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concentrations [563]. Although it is technically possible to use PCR-based sequencing of 

viruses as large as 250 kb, the technical complexity due to multiple PCR reactions makes it 

impractical for viruses of more than 20-50 kb with the current technologies. Moreover, highly 

variable pathogens may cause problems for PCR amplification, such as primer mismatches 

[564] and primer amplification [563, 565]. 

Finally, target enrichment, also known as capture, pull-down or specific enrichment 

methods, can be used to directly sequence viral genomes from clinical samples without the 

need for prior PCR or culture [566–568]. Small DNA or RNA probes that are complementary 

to a pathogen reference sequence or a panel of reference sequences are typically used to 

capture the complementary DNA sequences from the total nucleic acids in a hybridization 

reaction. This method allows the use of overlapping probes to cover the whole genome, unlike 

PCR amplicon enrichment methods. Subsequently, sequencer-specific adaptor ligation and a 

small number of PCR cycles are used to enrich the ligated fragments. The advantages of this 

method are the fewer mutations than in PCR amplified templates and more representative 

sequences of the original virus compared to cultured virus isolates [566, 569]. If the probes are 

designed against a larger panel of reference sequences they will lead to a better capture of 

the diversity in and between samples. However, if one probe fails, other probes can still capture 

overlapping and internal regions [566, 569]. Therefore, target enrichment is not appropriate for 

the characterisation of new viruses because of low homology to known viruses. However, 

because of the increase in percentage of viral reads in sequencing data and the improvement 

in depth and quality of sequences, more samples can be sequenced per run unlike 

metagenomic libraries [569]. 

1.4.3.2. Sequencing platforms 

1.4.3.2.1. First-generation sequencing 

The most commonly used first-generation DNA sequencer is based on the chain 

terminator or dideoxy method [570]. This method includes the purification and denaturation of 

DNA and subsequent amplification through cloning or PCR. The resulting DNA is divided into 

four tubes that each contain one of four radiolabelled dideoxynucleotides (ddATP, ddCTP, 

ddGTP or ddTTP) that act as chain terminators and four normal nucleotides. By chance a 

dideoxynucleotide (ddNTP) is incorporated instead of the normal nucleotides, resulting in 

fragments with varying lengths. If the ddNTPs are incorporated into a DNA strand, the 

extension will be terminated at this point and the last nucleotide of all strands in a tube will 

correspond to the added ddNTP. These double-stranded DNA fragments are subsequently 

denatured and used in a gel electrophoresis with one lane per ddNTP, which enables the 
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determination of the DNA sequence with radiography, in case radiolabeled nucleotides are 

used. DNA reads up to 200 bases could be produced using this method. By using dye-

terminators the Sanger method could be improved [571]. The four ddNTPs are tagged with a 

fluorescent dye, which allows one reaction for sequencing instead of four. Additionally, the 

genomics evolution was further aided by the development of techniques such as PCR [572, 

573] and recombinant DNA technologies [574, 575]. These technologies generate high 

concentrations of pure DNA species required for sequencing and due to the increasing number 

of sequenced genomes more appropriate polymerases were found [576]. Using this method, 

reads up to 1000 nucleotides could be produced with an error rate of 0.001%. In 1986, this 

Sanger method was commercialised by Applied Biosystems [577] and the first automated 

sequencing machine, ABI 370A sequencer, was developed. After further improvement of the 

method which allowed simultaneous sequencing of hundreds of samples, this became the 

preferred method for large sequencing projects such as the Human Genome Project [557, 

578]. Sanger sequencing also made it possible to monitor influenza evolution by characterising 

the prevalent genetic sequencing among many influenza viruses in a sample. Consequently, 

several new observations were made, including adaptive evolution of multiple co-circulating 

viral lineages and the prevalence of reassortments [579]. However, there are clear 

disadvantages to Sanger sequencing. Only minority variants at frequencies between 10% and 

40% are able to be detected by Sanger sequencing. Moreover, Sanger sequencing has limited 

power to sequence complete genomes, with high associated costs [580].  

1.4.3.2.2. Second-generation sequencing 

Together with the development of large-scale Sanger sequencing efforts, second-

generation DNA sequencing, also named high-throughput or next-generation technologies, 

emerged in 1996 [581]. NGS reduces the cost per base to a level unattainable with the 

traditional Sanger sequencing methods. Moreover, it has a clear advantage over Sanger 

sequencing due to its ability to identify individual viral genomes in complex mixtures. 

Additionally, it allows thorough identification of minority variants, which is only possible to a 

limited extent with Sanger sequencing. Until 2008, DNA sequencing costs approximately 

halved each two years which follows a similar pattern to Moore’s Law that predicts a doubling 

of computing power every two years. However, this trend was broken in January 2008 due to 

these high-throughput sequencers resulting in a rapid decline of sequencing costs [582] 

(Figure 1.8). 

The most commonly used second-generation technology is based on sequencing-by-

synthesis technology that uses fluorescent dyes [583]. Fluorescently labelled sequencing was 

developed by Solexa, which was acquired by Illumina in 2007, and was based on reversible 
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dye-terminators technology and engineered polymerases. Multiple copies of the target are 

produced in clusters by immobilising DNA fragments onto a flow cell with primers where a PCR 

is carried out. Four types of fluorescently labelled reversible terminating bases are presented 

to the clusters in the presence of DNA polymerase. These four bases compete with each other 

for the binding sites on the template DNA and if they are incorporated, a laser will excite the 

labelled dyes and a camera will take images of the fluorescently labelled nucleotides on the 

flow cell. A next cycle can start after the chemical removal of the terminating 3’ blocker dye 

from the DNA. All sequenced fragments will have the same length because the length is 

determined by the number of cycles [584]. The possibility to sequence clusters from both 

directions is a large advantage of this technology, because pairs of coupled reads can be 

provided. These Illumina sequencers can produce reads up to 300 bp with an accuracy 

exceeding 99.3% [585]. Illumina systems create a quality score of which Phred is the most 

widely used quality score. These are logarithmically related to the probability that errors occur 

in the base calling. For example, Phred of 10, 20 and 30 are related to miscall probabilities of 

0.1 (10%), 0.01 (1%) and 0.001 (0.1%) [586]. However, they suffer from homopolymer errors 

and sequence specific interference errors. Moreover, because of the generation of short-read 

data, haplotype reconstruction is challenging. Additionally, due to problems such as mapping 

ambiguities it is more difficult to resolve recombination and repetitive regions. Second-

generation sequencers enabled the sequencing and analysis of the intrahost diversity of 

influenza and SARS-CoV-2 genomes isolated from individual patients. This revealed that 

humans can harbour multiple variants that can have different sensitivities to antiviral drugs 

[587]. Moreover, due to the possibility of deep sequencing, second-generation sequencers 

proved to be a powerful method in combination with PCR-based and hybridization techniques 

for global screening of pathogens [194]. 

 

Figure 1.8: Sequencing cost per megabase (August 2020). Source: NIH https://www.genome.gov/about-

genomics/fact-sheets/DNA-Sequencing-Costs-Data  

https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
https://www.genome.gov/about-genomics/fact-sheets/DNA-Sequencing-Costs-Data
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1.4.3.2.3. Third-generation sequencing 

Third-generation sequencing or long-read sequencing is a sequencing method currently 

under active development [588]. Compared to second-generation sequencing, they have the 

ability to produce substantially longer reads that generally ranges from 10 000 to 100 000 bp 

[588]. Longer reads are an obvious advantage as various computational challenges such as 

the genomic assembly, metagenomics and transcript reconstruction will be considerably 

simplified [588] in addition to reliably resolving repeat sequences or large genomic 

rearrangements [589]. Other important advantages include the sequencing speed, portability 

and real-time analysis as the sequencing process is not parallelized across regions of the 

genome [590]. However, third-generation sequencing data is known to have a much higher 

error rate, but due to a great deal of research and development these error rates are continually 

improving [591]. The primary third-generation sequencers currently include Pacific 

Biosciences (PacBio) and Oxford Nanopore Technology (ONT) which were commercialised in 

2011 [592] and 2014 [591], respectively. 

PacBio developed a parallelized single molecule real time sequencing (SMRT) which is 

based on the properties of nanostructures called zero-mode waveguides (ZMW) [593]. At the 

bottom of a ZMW, a single DNA polymerase enzyme is attached with a single DNA molecule 

as a template. The DNA to be sequenced exists as a single-stranded circular DNA called 

SMRTbell template, which is generated by ligation of hairpin adaptors (SMRTbell adaptors), 

to both ends of the double-stranded DNA template molecule. The ZMW in the SMRT cell is 

able to create an illuminated observation volume small enough to observe the incorporation of 

a single nucleotide of DNA by DNA polymerase. After the SMRTbell library is loaded in the 

SMRT cell, the DNA polymerase will bind to the adapter of the SMRTbell and the replication 

can begin. Four different fluorescent dyes are attached to one of the four DNA nucleotides and 

are used during replication. After the incorporation of a nucleotide by the DNA polymerase, a 

signature light pulse is produced and captured which happens during replications across all 

ZMWs in the SMRT cell. These light pulses are translated to nucleotide sequences and the 

obtained sequence from each ZMW is called a Continuous Long Read (CLR). Due to the 

circular DNA template, the polymerase can continue through the adaptor to replicate the 

second DNA strand [594]. The read depth can be increased and base call accuracy can be 

improved by continually amplifying the circular template multiple times. PacBio sequencing 

runs are limited by the finite functional life of the polymerase molecule. This results in either 

single reads for ultra-long templates of currently more than 135 kb reads [595] or multiple 

contiguous reads with read lengths of approximately 13.5 kb of both strands for shorter 

templates [594]. After accomplishing many improvements to the technology, the Sequel II 

system can produce long reads that are highly accurate with reports of up to 99.8% [596]. 
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Additionally, as the data is collected in real-time a faster turnaround time is offered compared 

to second-generation technologies. Also, no PCR amplification is needed, which avoids 

problems like the amplification difficulties of AT- and GC-rich regions. However, significant 

disadvantages of the PacBio method are the comparatively large size of the instrument and 

the more considerable financial investment for start-up. 

Sequencing platforms developed by ONT involve passing a DNA molecule through a 

nanoscale staphylococcal α-haemolysin protein pore structure [597] and subsequently 

measuring changes in the electrical field surrounding the pore [598]. Two ionic solutions are 

separated by the membrane in which the nanopores are present, which allows an electrical 

current to flow through the nanopores. An adaptor is ligated to double-stranded DNA to 

facilitate its capture by the protein pore and subsequently unwound. These libraries are loaded 

onto a flow cell that contains up to 2048 nanopores for a MinION flow cell embedded in a 

membrane. The ion current and a preloaded motor enzyme move the single strand through 

the Nanopore. A characteristic disruption in ion current is detected for each nucleotide that 

passes through the pore and translated to base calls [598]. The run can effectively continue 

until satisfactory results are achieved, because very few depletable reagents are used during 

the sequencing process. Long sequences can traverse uninterrupted with the limiting factor 

being the preparation of high molecular weight DNA [599–601], which determines ultra-long 

reads (> 100 kb) or standard long reads (10-100 kb). Although the accuracy currently ranges 

between 87 and 98%, a great deal of research and development is occurring to improve the 

nanopore structure and function. One strategy is using 1D² sequencing, that attaches a special 

adaptor to one end of the double-stranded DNA template molecule. This allows sequencing 

both the complementary and template strands contiguously, which provides higher sequence 

accuracy. In addition to the MinION that contains one flow cell, ONT has released PromethION 

and GridION X5 platforms (respectively 42 and 5 flow cell configurations with 12 000 and 2048 

nanopores divided over 3000 and 512 channels per flow cell), which allows vast throughput 

and scaling to many whole genomes per run. Additionally, a single-use flow cell for the MinION 

with only 126 pores, called a Flongle, was released where lower throughput is adequate for 

example for smaller experiments. The Flongle allows low-cost and rapid sequencing. 

Nanopore sequencing has many potential advantages over other platforms, such as being 

highly portable, capable of sequencing when plugged into a laptop and sequencing in real-

time, shortening turnaround times [598]. Furthermore, no amplification is needed which allows 

the preservation of nucleotide modifications such as methylation on the template and 

extremely long-read lengths can be produced which makes it an excellent approach for de 

novo genome assembly [598]. Also, through inversion of the voltage the pore can eject DNA 
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molecules, which enables adaptive sampling. A potential use of adaptive sampling is rejecting 

host reads in clinical samples from being sequenced to target the pathogen [602].  

The advent of third-generation sequencers appears to be promising for on-site real-time 

and large-scale influenza and SARS-CoV-2 surveillance. Moreover, within-host viral variants 

(haplotype), such as quasispecies in respiratory samples and various virus variants in 

wastewater samples, can be reliably reconstructed by using long reads. Short reads lead to 

poor consistency in haplotype reconstruction across the different bioinformatic tools [603, 604]. 

1.4.3.3. Bioinformatic analysis of viral sequencing data 

WGS has proven to be invaluable and essential to the field of microbiology, because it 

makes systematic investigations of genes and other components within the genome possible. 

This leads to a better understanding of how biological systems function and to the discovery 

of novel species, redefining existing taxonomies and obtaining unprecedented insights into the 

genetic structure, diversity and evolutionary relatedness. Due to the rapid progress and 

innovation of NGS technologies, large volumes of sequence data have been generated and 

the expensive cost for WGS was reduced. After the release of the Illumina HiSeq and Illumina 

MiSeq sequencers in 2010, the number of sequenced genomes increased substantially. Over 

35 million viral sequences are available in GenBank and GISAID (Figure 1.9), respectively, 

and this number is expected to increase substantially over the coming years. These advances 

in genome sequencing especially demonstrated its value during the COVID-19 pandemic 

compared to any previous outbreaks. Although genome sequencing can provide raw 

nucleotide sequences, further analysis is needed to understand the medical or biological 

meaning of these sequencing results. As massively parallel sequencing produces massive 

amounts of data, bioinformatics plays an important role in analysing and interpreting 

sequencing data. These methods to analyse sequencing data are continuously being 

developed and refined including advancements in sequencing technology and in 

computational resources and algorithms. This thesis focussed mainly on Illumina sequencing, 

which is also reflected here. Often traditional Illumina tools will not work for the analysis of 

other platforms, such as ONT sequencing. 
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Figure 1.9: Cumulative number of viral genome submissions to NCBI and GISAID (for influenza and SARS-

CoV-2 for major human viral pathogens. Y-axis shows the log10(cumulative sum of viral genomes) and the x-

axis shows the date of the sample collection from 2000 until 3 November 2022. 

1.4.3.3.1. Quality control, read filtering and trimming 

The instrument software will usually perform the base-calling of input DNA. This will mostly 

result in FASTQ files, which is a combination of the base calls and their respective quality 

scores. The most widely used quality score code is Phred. Generally, reads with average 

Phred below 20 are considered as poor quality reads. These low quality base calls may be 

harmful for the NGS analysis as they potentially add unreliable bases [605].  

Before read assembly and other downstream analysis, it is recommended to perform a 

quality control. Although a consensus is often lacking, these will generally include an overview 

of read lengths, base quality distributions, possible artefacts and contaminations [606, 607], 

presence of N nucleotides in reads, GC content, degree of (PCR-) duplication and sequencing 

bias. FastQC [608] and PICARD [609] are well-known tools available for initial quality 

assessment. Additionally, they can filter on low quality/complexity reads, error correction, etc. 

For most second-generation sequencing technologies, including Illumina, the quality will 

generally drop towards the end of the reads. Furthermore, sequence trimming should be 

performed to remove known adapter sequences originating from library preparation as they 

can affect the downstream analysis profoundly. Trimmomatic [610], SOAPnuke [611], and 

Cutadapt [612] are sequence matching-based adapter trimming tools that can be used as 

adapter trimmers in addition to performing maximum or window information quality filtering. 

Low quality bases are removed by window information quality filtering by scanning from the 5’ 

end of the read. When the average quality of a group of bases drops below a specified 
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threshold, the 3’ end of the read is removed. Instead of a specified threshold, maximum 

information quality filtering will become more strict as it progresses through the read [610]. 

Trimming can also remove low quality portions of the sequence, while the high quality parts of 

NGS reads are preserved. However, over-trimming can lead to the loss of information, while 

retaining low-quality base reads and contaminants might decrease accuracy and performance 

in subsequent steps [613, 614]. Also, the quality of the throughput can also be evaluated by 

the number of high quality bases or reads, which is closely related to the depth of the 

sequencing coverage (i.e., how many times each position in the genome is covered). A 

threshold for the depth coverage to obtain reliable results is greatly dependent on the 

application. For example, the ECDC recommends a minimal depth sequencing coverage of 

10X across more than 95% of the genome to obtain a complete SARS-CoV-2 genome, while 

a higher depth sequencing coverage of 500X across more than 95% of the SARS-CoV-2 

genome should be obtained to determine low-frequency variants [615]. 

1.4.3.3.2. Genome assembly 

Larger contiguous sequences or ‘contigs’ can be constructed by the assembly of 

preprocessed reads. Genome assembly is necessary due to the limitation of short-read 

sequencing that an entire genome cannot be read in one read. Here, there are two possibilities, 

either the genome sequence of the studied species is unknown, so the reads have to be de 

novo reassembled from scratch, or the reference genome is available and the reads can be 

aligned to this reference.  

While de novo assembly is more complicated compared to reference mapping, it has the 

advantage that no prior information is needed, and the resulting assembly is not biased by the 

selection of the reference genome. The first de novo algorithms based themselves on pairwise 

evaluations of overlap between reads. However, these algorithms were very computationally 

intensive for large numbers of reads [616]. Therefore, most modern assembly algorithms for 

short reads, such as SPAdes [617], Trinity [618], Trans-ABySS [619], and Megahit [620] are 

based on De Bruijn graphs that convert short reads to k-mers. This type of assembler does not 

calculate an error-tolerant alignment between reads, but dissects the reads into overlapping k-

mers that represent nodes used to build a De Bruijn graph. If the nodes share one k-mer, two 

nodes are linked with an edge and subsequently these shared k-mers represent overlaps 

between reads [613]. This is repeated until all nodes are linked or if no possible further linkage 

can occur. Due to the emergence of SARS-CoV-2 a specialised assembler, coronaSPAdes 

[621], was developed, using algorithmic assembly from rnaviralSPAdes and Hidden Markov 

Model (HMM)-guided algorithms of biosyntheticSPAdes. Obtaining complete genomes using 

de novo assemblers will be rarely possible due to repeats in the genome that exceed the read 
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length of short-read sequencing data [622]. They will, however, still provide information about 

the putative contig order and orientation, the gaps between the contigs and a draft scaffolding 

of the assembled contigs. The de novo construction of complete genomes is expected to be 

more easily facilitated by further improvement and cost reduction of long-read third generation 

sequencing, which makes another assembly algorithm interesting to use, namely the overlap-

layout-consensus approach.  

Reference-guided assemblers use a reference sequence to construct a draft genome. The 

aim is to align each read to the reference genome, while allowing errors and structural variation 

because of the biological divergence or measurement errors of the sequencing machine. 

Variant identification or calling comprises the identification of regions where the sample and 

the reference genome diverge and is an important step in the alignment process. These 

variants include single nucleotide variants (SNV), small insertions and deletions (INDELs), 

larger structural changes such as inversions or translocations or copy number variations. 

Consequently, these are complex algorithms that are constantly optimised to improve the 

speed and accuracy, while preserving a low memory footprint. A major breakthrough was the 

“Full-text index in Minute space” (FM)-index which is an opportunistic data structure that allows 

the compression of input text and fast substring queries [623]. Specialised implementations of 

the FM-index are used in modern short-read mappers, including BWA-MEM [624] and Bowtie2 

[625], for DNA sequences. These mappers perform either global (or end-to-end) alignment or 

a local alignment. A global alignment procures an alignment that involves all of the bases in 

the read, while a local alignment considers only bases in part of the read, usually omitting 

bases at the start or end of the read. Consequently, local alignment is often faster because the 

alignment process stops after a good quality unique match has been identified and is thus 

interesting in cases where the number of hits is of interest [626]. Generally, most mappers 

render the result in the Sequence Alignment Map (SAM) format, which can then easily be used 

for further processing such as merging, sorting and filtering with SAMtools [627] and picard 

[609], browsing with IGV [628] and recalibrating the quality scores and realigning the 

sequences to reduce artefacts with GATK [629]. The SAM files can also be converted with 

SAMtools to BAM files, which contains the same information in binary format.  

Although reference mapping generally leads to better results and is less computationally 

intensive compared to de novo assemblers, a sufficiently similar reference genome has to be 

available [630]. In cases a suitable reference genome is not available or the exact taxonomic 

classification is unknown in advance, de novo assemblers are still often preferred. 

As different assemblers use different heuristic approaches to tackle the problems of errors 

in reads and large repeats in the genome, there will be many differences in the resulting 

contigs. Therefore, it is important to assess the quality of the assembly. One of the most 
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commonly used tools is QUAST, which calculates various metrics such as the total number of 

contigs, total number of bases in the assembly, the N50 which is the sequence length of the 

shortest contig at 50% of the total genome length, minimum length of contig and the L50 count 

which is the count of the smallest number of contigs whose length sum makes up half of the 

genome size. 

1.4.3.3.3. Phylogenetics 

The diagnostic approach of infectious diseases in routine clinical practice has been largely 

modified due to the introductions of advanced molecular techniques such as NGS and 

bioinformatics analysis. These techniques improved the ability to identify and control epidemic 

outbreaks and, therefore, prevent the spread of the pathogen and decrease morbidity and 

mortality [631]. Furthermore, they enhanced our ability to combat antimicrobial and antiviral 

drug resistance, develop vaccines, and detect emerging infectious diseases with an increase 

in accuracy, timeliness and efficiency. Also WGS enabled an improved outbreak investigation, 

taxonomy, source attribution, and a more detailed understanding of evolutionary history 

through geographic space and time [632–634]. Phylogenetic information can be extracted from 

sequencing data by implementing optimal criteria and methods of distance matrices, maximum 

parsimony, maximum likelihood and Markov Chain Monte Carlo (MCMC)-based Bayesian 

statistical inference. For all these methods, implicit or explicit mathematical constructs are used 

to model the observed evolution. These trees are either rooted or unrooted depending on the 

algorithm and parameters used to generate them. In case of a rooted tree, the MRCA is 

explicitly identified in a directed graph. A rooted tree is plotted using input sequences as leaf 

nodes and the genetic distances from the root are proportional to the genetic distance from the 

hypothesised MRCA according to the underlying model. Unrooted trees do not make 

assumptions regarding the descent of the input sequences and only describe the relatedness 

of the input sequences. Consequently, it does not start with the MRCA and does not have a 

root. 

Distance-matrix methods start the construction of a phylogenetic tree by calculating 

pairwise distances between molecular sequences with a multiple sequence alignment (MSA) 

as input. The definition of this distance is often the fraction of mismatches at aligned positions, 

while gaps are either counted as mismatches or ignored [635]. Closely related sequences are 

thus placed under the same interior node while the branch lengths describe the observed 

distances between sequences. Depending on the algorithm, rooted or unrooted trees are 

produced. The main distance methods are based on the Unweighted Pair Group Method with 

Arithmetic Mean (UPGMA) and Neighbour Joining (NJ) algorithms. These distance-matrix 

methods have the advantage of being computationally fast and are thus particularly useful for 



CHAPTER 1: INTRODUCTION 

 57 

the analysis of large numbers of samples. The main disadvantage of distance-matrix methods 

are the several problematic assumptions they make due to overlooking a substantial amount 

of information in a MSA. These methods are also strongly dependent on the used model of 

evolution and results in only one possible tree without providing any uncertainty about the 

confidence of the branches. 

Therefore, character-based methods, such as maximum parsimony, maximum likelihood 

and Bayesian methods, are often preferred as they consider each character or site in the single 

nucleotide polymorphisms (SNP) matrix while comparing all sequences simultaneously [636]. 

Methods like maximum likelihood and Bayesian inference can also incorporate various 

evolutionary models ranging from naïve to very complex models. However, it is important to 

choose a suitable model as it can have a considerable effect on the resulting phylogenetic tree 

[637]. 

Maximum parsimony methods identify the potential phylogenetic tree that needs the 

smallest total number of evolutionary events or SNV changes to explain the sequence data. 

Although maximum parsimony methods are computationally the least intensive, they may not 

be statistically consistent under certain circumstances [638]. 

Maximum likelihood methods will estimate the parameters of an assumed probability 

distribution for the observed sequence data. Probability distributions are assigned to particular 

possible trees and require a substitution model that assesses the probability of particular 

mutations. Bootstrapping estimates the confidence of the clades in a phylogenetic tree by 

resampling with replacement the characters (e.g. nucleotides) of a sequence with the same 

size as the original data, rebuilding the tree and testing whether the same clades are 

recovered. This is done through many iterations where for example a bootstrap value of 95% 

is obtained if the same clade is recovered in 95 of the 100 iterations. Similar to maximum-

parsimony methods, a tree with more mutations at interior nodes to explain the phylogeny will 

be evaluated as having a lower probability. However, maximum likelihood methods will allow 

additional statistical flexibility by allowing varying evolution rates across lineages and sites. 

Therefore, it is well-suited to analyse distantly related sequences. However, this method is 

computationally intensive and slow and is highly dependent on the chosen evolution model. 

Maximum likelihood based tools that provide many evolutionary models and bootstrap settings 

are Randomized Axelerated Maximum Likelihood (RAxML) [639], PhyML [640] and IQ-tree 

[641].  

Bayesian inference of phylogeny is the combination of the prior information and the 

information in the data likelihood to create the posterior probability of trees. The posterior 

probability is the likelihood that the tree is correct given the likelihood model, the priors and the 

input data including sequence data and optionally metadata. Bayesian inference resembles 



CHAPTER 1: INTRODUCTION 

58 

maximum likelihood methods as both seek to identify the likelihood that is proportional to 

observing the data conditional on a tree. However, Bayesian inference includes prior 

information and uses MCMC sampling algorithms to estimate the posterior probability 

distribution. Furthermore, these Bayesian methods can also determine virus spread patterns 

in time and space (phylogeography) [634]. Bayesian inference tools include MrBayes [642], 

BEAST1 [643], BEAST2 [644], and PhyloBayes [645]. 

To visualise the resulting phylogeny, FigTree [646], Dendroscope [647], and ggtree [648] 

can be used in addition to online services such as Evolview [649] and iTOL [650] that also can 

be used to annotate phylogenetic trees. Additionally, tools like Nextstrain [256] include data 

curation of a database of viral genomes, a bioinformatics pipeline for phylodynamics analysis 

using an approximate maximum likelihood approach [651] and an interactive visualisation. 

Nextstrain has been actively used to visualise the spread and evolution of influenza viruses, 

SARS-CoV-2 and other viruses. 

1.4.3.3.4. Intra-host diversity and quasispecies reconstruction  

An approach targeting quasispecies or minority variants is required to accurately 

determine the quasispecies or minority variants composition within large amounts of different 

viral variants. However, one of the major challenges is enhancing the specificity and sensitivity. 

Depending on the NGS technology and applications, error rates are still high ranging from 

0.1% to 15% [652]. These errors are introduced due to a number of error-prone reverse-

transcription and PCR steps during the (pre-)sequencing steps. Therefore, several 

bioinformatics tools and pipelines have been developed to study viral variants [653–656], 

calculate the complexity of a quasispecies, and measure the genetic distance between two 

similar quasispecies [657]. However, the error corrections made by these variant-calling tools 

are not optimal in case of amplicon analysis because they are based on the assumption that 

the error rate is randomly distributed [658]. During bioinformatics analysis, variant calling is 

one of the key issues. There are several popular variant callers, such as LoFreq [659], Varscan 

[660], MinVar [653], deepSNV [661], SAMtools, and GATK [662]. These bioinformatic and 

statistical methods rely on an estimation of the sequence quality to identify true SNV from false 

positive sequencing errors. Consequently, these approaches solely focus on sequence data 

and can thus be applied to a wide range of datasets regardless of experimental design. Each 

of these methods have their advantages and disadvantages, but the investigation of the viral 

diversity is very sensitive to the used variant calling method. For example, LoFreq uses the 

Phred of a base and a Poisson-binomial model to estimate the probability that the sequencing 

error alone is responsible for a putative SNV [659]. It was argued by McCrone [663] et al. that 

methods like LoFreq and deepSNV can very easily overestimate the viral diversity because 
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additional sources of error on the basis of RT-PCR are not taken into consideration. There are 

several major experimental methods belonging to another class of variant calling approaches 

that apply consensus-based error correction to enhance data accuracy as they can identify 

errors that occur during PCR and sequencing. In the field of virus evolution, three such 

approaches are used, namely Cirseq, tag-based sequencing (Primer ID), sequence-

independent single-primer amplification (SISPA), and intramolecular-ligated nanopore 

consensus sequencing (INC-Seq). However, Cirseq has poor efficiency and needs a high 

quantity of vRNA [664] while Primer ID can only tag small regions of a genome and is thus 

impractical for WGS [665]. SISPA is biased in unpredictable ways, produces uneven coverage 

[666], and has a much higher error rate than other library preparation methods [667]. Finally, 

INC-Seq requires high coverage as this approach has a high raw-read error rate of 5%-20% 

[652, 668]. 

Individual variants across the genome are detected by variant callers, but variants that are 

located together in individual genomes are not detected. Viral quasispecies are not a collection 

of individual variants, but rather a group of interactive genomes. Therefore, it can be valuable 

to characterise viral quasispecies and identify individual viral haplotypes. Quasispecies 

reconstruction is, however, computationally challenging due to the short length and error-prone 

nature of NGS reads. Tools like Shorah [669] and QuRe [670] use read alignments to construct 

overlapping windows on a genome for local haplotype reconstruction. These results are then 

collected from all individual windows to reconstruct global haplotypes and estimate their 

frequencies. 
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1.5. Implementation of NGS in public health 

1.5.1. Potential advantages of the implementation of NGS  

NGS generates vast amounts of data that could be of important use to public health. One 

of the major benefits of NGS is its universal applicability which enables the reuse of the same 

protocols for various pathogens. Additionally, complete genomic information is provided by 

NGS in one assay and doesn’t require ensuing labour-intensive assays. Moreover, NGS 

makes it possible to study variations both at consensus and quasispecies level, which enables 

novel types of analysis. By comparing multiple whole genomes, important genetic differences 

can be detected [671]. The study of within-host variants has implications for understanding the 

evolutionary dynamics of viral populations under selection pressures such as host immune 

response or antiviral drugs. This sequence data could be employed to monitor the presence, 

spread and evolution of viral diseases. Especially in the long term, a greater understanding of 

the viruses that cause human disease can be acquired. Consequently, vaccine and antiviral 

drug development can be supported by targeting viral weaknesses. Furthermore, NGS can 

also be used to identify mutations and minority variants of vaccine strains and sequences of 

contaminant viruses in vaccine stock or seeds [672] to perform quality control of live-attenuated 

viral vaccines [672, 673].  

In the context of pandemic management, NGS plays an important role because of the 

identification and monitoring of viral outbreaks. NGS is the first step in the identification of a 

novel viral strain [227]. Sequencing data allows the determination of possible origins [219], 

transmission patterns [224], and it is the first step in the design of primers and probes for RT-

PCR-based assays [674]. Although currently PCR-based methods are still preferred to NGS 

in large-scale testing, this will likely change in the future and become a viable testing method. 

Further progress in the automation and integration of sample and library preparation will 

facilitate the widespread adoption of its capacities as it lowers the turnaround time and cost. 

1.5.2. Bottlenecks for the implementation of NGS  

Despite the many potential advantages of implementing NGS, several bottlenecks still 

hinder its successful introduction in routine. NGS is a powerful tool, but it is very complex and 

nuanced and needs significant experience and expertise to produce accurate and high quality 

data, and analyse the data. During set-up many challenges arise such as choosing the right 

wet lab sequencing method, the right sequencing platform, personnel with the right skills and 

experience, and IT and computational infrastructure [675]. The emergence of NGS sequencers 



CHAPTER 1: INTRODUCTION 

 61 

and consequently a lot of NGS data led to difficulties in storage capacity and debates about 

what data should be stored [676].  

Furthermore, all DNA is sequenced within a sample, which results in generated data 

containing primer residues, (host) contaminant DNA, and many low quality reads. One of the 

greatest challenges in viral respiratory samples, including influenza and SARS-CoV-2, are the 

other signals in the sample. Without viral amplification, less than 1% of the reads are non-

human, and NGS is prone to contamination [677]. Also because of strict regulations regarding 

human DNA, it is therefore complicated to publicly share data. Additionally, in the context of 

molecular epidemiological studies and global WGS-based surveillance, issues regarding 

incomplete clinical data has often been highlighted [678]. 

NGS is currently not competitive with PCR-based methods because of the complex 

sample and library preparation, expensive platforms that require expertise to operate and 

analyse results, and the long turnaround time. Although the field of NGS is rapidly evolving 

with constant improvement leading to better outputs, and reduced error rates and cost, this 

makes standardisation for pathogen discovery and routine public health surveillance 

challenging. While some standards and guidelines have been developed, there is no 

consensus on the exact analysis steps and many laboratories develop in-house scripts that 

are often tailored to their own personal research projects [679]. Generally, there are four key 

steps in analysing NGS data. First, low quality reads are removed from the generated datasets. 

However, depending on the starting dataset the definition of low quality can change. Secondly, 

reads are mapped against a reference genome or de novo assembled. Thirdly, the mapping 

quality is assessed and finally a specific research question is addressed. All of these analysis 

steps use particular randomly chosen cut-off values that can have a significant impact on the 

downstream analysis.  
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 AIMS AND OBJECTIVES 

The primary objective of this thesis is to deliver an appropriate methodology to 

generate and analyse NGS data generated from clinical samples of the Belgian influenza 

surveillance network and to explore the added value of the generated NGS sequencing 

data in comparison to Sanger sequencing data. A second objective has emerged from 

the ongoing COVID-19 pandemic. We took advantage of the knowledge and approaches 

developed in the context of influenza surveillance to accelerate the implementation of a 

NGS approach for SARS-CoV-2 genomic surveillance (Figure 2.1). 

Regarding the influenza genomic surveillance, we first evaluated the possible added 

value of using WGS to detect the presence of viruses with one or more mutations that 

are associated with antiviral drug resistance, on the basis of newly generated whole 

genome influenza sequence data from clinical samples (Chapter 3).  

Secondly, we assessed how the use of NGS can improve the routine surveillance 

of circulating influenza strains in humans using a dataset of 253 clinical samples from 

the NRC Influenza coming from the ILI (mild cases) and SARI (moderate and severe 

cases) surveillance: (a) by proposing a new way of influenza surveillance using strain 

classification based on the whole viral genome, which enables the detection of 

reassortments (Chapter 4) and (b) by tracking mutations across the entire virus genome 

and trying to associate allelic variations detected in the genome of influenza viruses 

present in a patient sample with patient data (Chapter 5). Indeed, at the moment the 

influenza surveillance mainly focuses on the sequence of the HA segment to have an overview 

of the circulating strains by classifying them according to WHO/ECDC guidelines. However, 

the strains could lack specific clade-defining amino acid substitutions and/or fail to cluster with 

reference strains. Additionally, the sequence of the other seven segments and possible  

reassorted strains are not taken into account. Moreover, some next-generation vaccine 

candidates are based on influenza virus gene products that are different from HA. Also for this 

reason, it is important to track the possible genetic diversity across the whole viral genome. In 

addition, influenza subtypes, such as the A(H3N2) subtype, show a relatively high diversity. 
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Therefore, the viral genetic background should be taken into account when exploring 

associations between a mutation and the patient’s clinical data. 

Finally, our aim was to propose a (c) methodology which can be used in routine 

surveillance to detect low-frequency variants in clinical samples (Chapter 6). Some 

studies indicate that low-frequency variants are interesting to analyse as the complexity of the 

quasispecies has an effect on the biological behaviour of the virus [684]. However, many 

challenges remain in order to obtain reliable sequencing results before analysing intra-host 

diversity can be introduced in routine surveillance. For example, during sample preparation 

and the WGS sequencing, experimental errors due to amplification can be introduced. 

Similar to influenza, NGS can be an added value to the SARS-CoV-2 surveillance. 

We applied the gained knowledge and approaches that we had developed for the 

implementation of NGS for influenza surveillance to SARS-CoV-2. Specifically, our aims 

were to focus on two specific aspects of SARS-CoV-2 surveillance using NGS: (a) the 

use of available whole genome sequences from the SARS-CoV-2 virus to design reverse 

transcriptase droplet digital PCR (RT-ddPCR) targets to detect SARS-CoV-2 in patient 

and wastewater samples (Chapter 7) and (b) the establishment of quality criteria in order 

to take full advantage of introducing NGS to try to characterise the SARS-CoV-2 and its 

variants in wastewater (Chapter 8). 

The current SARS-CoV-2 surveillance is mainly focused on monitoring the virus spread 

using PCR-based and whole-genome sequencing methods on clinical samples. However, as 

the number of new variants is rapidly increasing around the world, it is possible that PCR-

based methods that were validated a few months earlier are not suitable anymore due to 

genetic modification appearing in the annealing site of the primers and probes of the proposed 

methods. Therefore, even by testing a large collection of samples, laboratories are not able to 

test a representative collection of samples that deals with this diversity that is continuously 

evolving and that needs to be seen not only locally but worldwide. Consequently, these primers 

and probes need to be regularly evaluated. This can be done by an in silico evaluation using 

a large set of whole genome data with sequences obtained around the world.  

To estimate the prevalence of SARS-CoV-2 and assess its genetic diversity and 

geographical distribution, wastewater surveillance has been proposed as an independent and 

complementary alternative to the collection of data from individual testing for epidemiological 

surveillance [413–415]. Wastewater samples may include a collection of multiple strains, 

where the dominant strain corresponds with the most prevalent strain circulating in a 

community and where less prevalent strains are present as subpopulations. However, few 

quality criteria are in place for wastewater sequencing and they mostly only apply to 

constructing the consensus genome sequence. Furthermore, the establishment of quality 

criteria for such cases is important to take the experimental errors into account. 
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The supplementary material was not bundled with this dissertation because of its 

considerable length. It is available online (https://doi.org/10.6084/m9.figshare.21215288).  

 

Figure 2.1: Schematic outline of the thesis. In this diagram the different chapters and their link to either the 

influenza or SARS-CoV-2 surveillance is introduced in the black rectangles. The dashed lines show the links 

between the chapters. The strategy that was used in the draft version of “Development of RT-ddPCR detection 

method to detect E119V in A(H3N2) influenza has been used for also used in Chapter 7. Moreover, the method 

from this paper was used to verify the presence and the abundance of the low-frequency variants in Chapter 6. The 

workflow that was used in Chapter 6 was after some adaptations also used for the SARS-CoV-2 NGS data in 

Chapter 8. Finally, the same influenza dataset was used on which various analysis were applied and they were 

discussed in Chapter 4, 5 and 6 (boxes in green). 

https://doi.org/10.6084/m9.figshare.21215288
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 ADDED VALUE OF USING NGS 

FOR THE SURVEILLANCE OF ANTIVIRAL 

DRUG RESISTANCE IN INFLUENZA VIRUS 

Context of this chapter:  

Monitoring the antiviral drug susceptibility of influenza virus has long focused on the NA 

protein, because NA inhibitors have historically been the most extensively used anti-

influenza drugs. However, new antivirals targeting gene products from other segments such 

as baloxavir marboxil, a PA inhibitor, are becoming available for influenza treatment. This 

increases the need to obtain information about the whole influenza virus genome. This 

chapter evaluates the added value of implementing whole-genome sequencing in the 

context of routine surveillance of antiviral resistance. 
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Abstract: 

Next-generation sequencing can enable a more effective response to a wide range of 

communicable disease threats, such as influenza, which is one of the leading causes of 

human morbidity and mortality worldwide. After vaccination, antivirals are the second line of 

defence against influenza. The use of currently available antivirals can lead to antiviral 

resistance mutations in the entire influenza genome. Therefore, the methods to detect these 

mutations should be developed and implemented. In this opinion, we assess how next-

generation sequencing could be implemented to detect drug resistance mutations in clinical 

influenza virus isolates. 

3.1. What Is the Importance of Genetic Influenza 
Surveillance with Regard to Antiviral Resistance? 

One of the major technological evolutions in life sciences of the past decade is next-

generation sequencing (NGS) (NGS; see Glossary). This technology could enable a more 

effective response to a wide range of communicable disease threats, such as influenza 

viruses. A major advantage of whole-genome sequencing (WGS) is that this one technique 

can provide broad and detailed data on the identity of pathogens that previously required 

multiple laboratory phenotypic and genotypic assays. Moreover, WGS provides higher 

resolution information than conventional genotyping tests. RT-qPCR and Sanger sequencing, 

for example, are often targeted to a limited fraction of the genome, meaning that crucial 

information can be missed. The additional genotypic information that WGS can provide, could 

be critical when tracking the origin of outbreaks and to forecast the spread of disease. Influenza 

A and B viruses are a major cause of respiratory tract infections in humans, resulting in 

significant morbidity and mortality [20]. The genome of these viruses consists of eight 

segments of single-stranded RNA of negative polarity. Influenza viruses can mutate rapidly 

when subjected to selection pressures, such as immunity induced by prior or vaccination [685] 

or antiviral drug use [686]. The hemagglutinin (HA) and neuraminidase (NA) proteins are often 

considered to be the most important viral antigens, because they are major targets of the 

immune system. HA and NA are used as targets for current anti-influenza strategies: HA is the 

prime target of the currently licensed influenza vaccines, and NA inhibition is the main 

mechanism of the most frequently used influenza antivirals. Although vaccines are considered 

the best way to prevent influenza, the limited use and their generally poor effectiveness in the 

elderly [687] (https://www.cdc.gov/flu/about/qa/vaccineeffect.htm) imply that efficient antiviral 

drugs are needed as a complementary or alternative line of defence.  

Monitoring and detecting mutations in the influenza virus genome, especially those that 

confer antiviral resistance, is of paramount importance to public health surveillance 

https://www.cell.com/trends/biotechnology/fulltext/S0167-7799(19)30241-0#glossec0010
https://www.cdc.gov/flu/about/qa/vaccineeffect.htm
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(https://www.who.int/influenza/gisrs_laboratory/antiviral_susceptibility/nai_genotyping_molec

ular/en/). As the use of antiviral drugs continues to grow, more cases of drug-resistant viruses 

are expected to occur. Because of this, and the fact that a limited number of anti-influenza 

drugs with different mechanisms are currently available, it is important to assess whether the 

use of NGS could add value for the preparedness and response to the emergence of antiviral 

resistance. The determination of full influenza genomes, which is possible by more extensive 

use of NGS, will allow for a better understanding of the genetic determinants of viral resistance, 

and may enable the detection of minority drug resistant viral populations. 

In this Opinion, we provide an overview of the potential antiviral drug resistance mutations 

in influenza virus genome, based on a thorough review of the literature on antiviral drugs that 

target different stages of the viral life cycle (Figure 3.1).  

Figure 3.1: Antiviral drugs against influenza virus and their target sites in the virus cycle. The different stages 

of the viral cycle are the binding of HA to the sialic-acid containing host receptor (A), followed by the endocytosis 

and the acidification of the HA protein (B). This acidification in the early endosomes leads to fusion of the viral and 

endosomal membranes, and triggers the influx of H+ ions through the M2 channel that results in the dissociation of 

the vRNPs and uncoating (C). After transport of the vRNPs to the nucleus, viral mRNA synthesis is initiated by the 

viral polymerase. The latter is also responsible for the unprimed replication of the vRNA through a cRNA 

https://www.who.int/influenza/gisrs_laboratory/antiviral_susceptibility/nai_genotyping_molecular/en/
https://www.who.int/influenza/gisrs_laboratory/antiviral_susceptibility/nai_genotyping_molecular/en/
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intermediate (D). The viral mRNAs are exported to the cytoplasm and translated into viral proteins. In the ER, the 

surface proteins HA, M2 and NA are processed, glycosylated and transported to the cell membrane (E). The newly 

synthesised vRNPs are transported to the cytoplasm, mediated by a M1-NS2 complex that is bound to the vRNP 

(F). At virion assembly and budding site, the newly produced vRNPs are incorporated into new viruses. Finally, the 

NA cleaves these sialic acid residues and virions are released from the host cell (G). The figure illustrates the 

different antiviral drugs at the position where they interfere with the viral cycle. Between brackets the number of 

mutations that are known to be related to antiviral resistance are indicated to the different antiviral drugs.  

3.2. Discovering Mutations That Confer Antiviral 
Resistance 

Different methods can be used to identify the appearance of antiviral drug resistance. 

Screening viruses in clinical samples for antiviral resistance using a specific phenotypic assay 

is the first method that can be used, but this implies that the antiviral drug is already 

commercially available and in use. Phenotypic assays can evaluate the production of virus 

particles in the presence of the antiviral drug in comparison to mock-treated conditions (total 

amount of virus using for example ELISA-based methods, or infectious particles using for 

example plaque reduction assays), or the activity of the enzyme/protein targeted by the 

antiviral (NA-inhibition assay for example).  

Other approaches, such as serial passages in cell culture or in animal models [688, 689], 

are useful to evaluate new compounds and potential appearance of resistance. In both cases, 

the associated mutations can then be identified by sequencing the viral genome. Structural 

analyses can also be used to determine amino-acid substitutions that would likely confer 

resistance. Using site-directed mutagenesis and reverse genetics systems, these theoretical 

mutations can be tested to confirm the resistance in phenotypic assays [690]. 

More than 200 mutations in the influenza virus genome reportedly confer antiviral drug 

resistance. For each mutation (Supplementary File S3.1), the mechanism that explains the 

conferred resistance (if known) and the origin of that used to identify these mutations (e.g., 

clinical sample, reverse genetics, or serial passaging) are provided. Oseltamivir and zanamivir, 

two NA-activity inhibitors, are currently the most commonly used antiviral drugs; it is thus not 

surprising that the majority of the mutations were found in the NA segment (Supplementary 

File S3.2). Mutations detected in patients and reported in more than five papers that induce 

resistance against commercially available antivirals or antivirals in clinical trials were included 

in a table of antivirals in Supplementary File S3.3. 
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3.3. Detection of Antiviral Resistance Mutations: From 
Classical Surveillance to the Implementation of NGS 

Once a mutation has been identified that confers resistance to an antiviral drug, it is 

important to be able to rapidly detect and follow its possible emergence in circulating strains. 

Although phenotypic tests remain the only way to confirm the resistance of the virus, genotypic 

assays are the most commonly used in clinical samples because they provide a rapid method 

to detect known mutations and eliminate the need for virus isolation and propagation in cell 

cultures (Table 3.1) [691–695]. In addition, if loaded into an in-house bioinformatics pipeline or 

another web-based application, these known mutations can be rapidly identified. 

Genotyping by qRT-PCR is commonly used as a fast and relatively inexpensive method 

that can be performed directly on clinical specimens [691, 696]. However, this approach can 

only detect one targeted mutation, as it relies on limited differences in the genome. qRT-PCR 

can thus be difficult to develop and it has limited benefits in the context of surveillance [691, 

697, 698].  

Sanger sequencing is still used as a standard reference method for routine genetic 

surveillance of influenza viruses. However, the viral RNA genome must first be extracted, and 

the genomic segment of interest must be amplified by RT-PCR. Each Sanger sequencing 

reaction is based on one single primer pair and provides a sequence of 400–1000 bases in 

length [699, 700]. To obtain the sequence of an entire segment or even the whole influenza 

genome (approximately 14 kilobases), multiple primers must be used in parallel reactions 

[701]. Sanger sequencing thus becomes labour intensive and can be expensive if the whole 

genome sequence of a large set of samples is required [691, 698, 702]. Sanger-based 

technologies are also not the most suitable methodologies to detect polymorphisms or minority 

variants with a frequency lower than 20% [703–705].  

The beginning of the 21st century has seen a gradual shift from Sanger sequencing 

towards newer, NGS (also known as second-generation sequencing) methods that allow a 

higher throughput at a relatively low cost [700, 706]. For these technologies, targeted RT-PCR 

might still be necessary to amplify the influenza virus genome, especially to overcome the 

otherwise over-represented host sequences in the sample. In 2005, Bright and colleagues 

were the first to use a pyrosequencing platform to monitor the emergence and spread of 

adamantane resistance in circulating A(H3N2) influenza virus strains over a 10-year period 

[707]. Pyrosequencing has since been successfully used to detect already known mutations in 

NA and M2, responsible for antiviral resistance. However, different sets of primers are required 

to detect these mutations [503].  

NGS platforms remain the best choice in terms of value for money for high-throughput 

sequencing. NGS can be accomplished with several methodologies, namely sequencing-by-

ligation (SOLiD technology), sequencing-by-hybridization (resequencing micro-array), and 
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sequencing-by-synthesis (Illumina, Ion Torrent; now the dominant nucleic acid technology) 

[700, 708, 709]. NGS methods generate massive numbers of reads that are 75–700 bases in 

length but with a high coverage per base. Such parallel, deep sequencing allows for the 

reconstruction of the entire genome in a sample. NGS also provides the ability to detect 

quasispecies with a frequency below 20%. Van den Hoecke and colleagues arbitrarily 

proposed the use a threshold of 0.5% for Illumina MiSeq and Ion Torrent, below which it 

becomes too difficult to distinguish real mutations from background errors cumulatively 

introduced by the RT-PCR and the sequencing technology itself [710]. 

However, NGS methods come with several limitations: the short-read length requires 

powerful bioinformatic algorithms to assemble a consensus sequence, and the required 

amplification by RT-PCR may introduce biases. Third-generation sequencers may address 

these problems, by constructing longer reads and possibly eliminating the requirement for 

amplification of the virus [590]. However, the low abundance of virus in most clinical respiratory 

samples and the relative novelty of these approaches currently still makes it difficult to 

eliminate RT-PCR amplification. The two main approaches for third-generation sequencing 

[711] are the synthetic approach that relies on existing short-reads technologies to construct 

long reads [708, 712] and the single-molecule-real-time sequencing approach (SMRT) [584]. 

The SMRT approach is the most widely used and is represented by sequencing technologies 

developed by Pacific Biosciences (PacBio) and Oxford Nanopore [713–715]. PacBio is able to 

generate long reads, which enables the analysis of difficult regions with multiple repeats. In 

addition, the real-time acquisition of the signal means that there is no lag between each 

nucleotide addition. However, the PacBio flow cell is not as high-throughput as the Illumina 

platform and the error rate is still relatively high in comparison to the Illumina platform [708, 

711, 716–719]. So far, only a limited number of publications have reported on the use of PacBio 

on clinical human influenza virus samples or on influenza viruses generated with reverse 

genetics [719–721]. The MinION from Oxford Nanopore is a small device that has a relatively 

low cost and can provide very long reads. Currently, one MinION study has used direct RNA 

sequencing of the influenza virus genome, without prior amplification by RT-PCR, but this was 

only feasible because of a very high viral load, which is rarely found in clinical samples [722–

726]. The elimination of RT-PCR amplification may lead to a lower cost and a shorter execution 

time. MinION reads are still characterised by a lower quality with high error rates, and therefore 

a high depth coverage is necessary to detect antiviral resistance mutations with confidence 

[725].



 

  

Table 3.1: Comparison of different genotypic assays [692–695]  

 Benefits Challenges NGS 

platform 

Time (h) Read length 

(bases) 

Raw error 

rate (%) 

Cost per Gb 

qRT-PCR  Equipment often already present 

in labs 

 High sensitivity 

 Quick & simple workflow 

 Limited set of variants 

 No identification of novel 

variants 

 Low scalability 

 Low variant resolution 

/ 1 – 2 / / / 

Sanger 

sequencing 

 Cost-effective for small stretches 

of DNA 

 Quick & simple workflow 

 Low sensitivity 

 Low variant discovery power 

 Low scalability 

/ 24 400 - 1000 0.001 US$ 10 000 000 

NGS  Identification of novel variants 

 Expanded discovery power 

 Higher analytical sensitivity 

 Great resolution  

 Higher sample throughput with 

multiplexing 

 Less cost-effective for 

sequencing low numbers of 

samples 

 Time-consuming for 

sequencing low numbers of 

targets 

 Requires a dedicated data-

handling workflow 

Illumina 27 – 144 36, 75, 100, 

150, 250, 300 

0.1-1 US$ 7 – 2000 

Ion Torrent 2 – 7.5 200-400 1-2 US$ 80 – 2000 

PacBio 0.5 – 60 10 000 – 20 

000 

14 – 15 US$ 600 – 1000 

Oxford 

Nanopore 

< 48 < 200 000 5 – 40 US$ 100 – 400 
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3.4. Cases When NGS Could Have Added Value for 
Detection of Drug-Resistance Mutations  

High-throughput molecular approaches offer new possibilities for influenza virus 

surveillance. By determining the whole-genome of the influenza virus, higher resolution 

evolutionary patterns can be revealed, knowledge of reassortment events and emerging 

mutations across all genes can be provided and information on intrahost diversity of the virus 

(quasispecies) can be obtained. This information can lead to a better understanding of genetic 

changes in all segments for various seasons, tropism markers, antigenic characteristics, 

virulence, reassortment events, and of course antiviral resistance [720, 722, 727–731]. 

3.4.1. Monitoring and Surveillance of Resistance to New Antiviral Drugs 

Currently, adamantanes and NA inhibitors, which includes oseltamivir and zanamivir, or a 

combination of antivirals, are the only antiviral drugs for influenza viruses licensed in Europe. 

Adamantanes, however, are not used anymore due to the presence of resistance mutations in 

almost all currently circulating influenza strains. As long as only NA inhibitors are used, whole-

genome information may not be required, as Sanger sequencing of the NA segment is probably 

sufficient for the surveillance of antiviral emergence.  

Although NA inhibitors are licensed to treat uncomplicated influenza infection, they are, in 

most European countries, only used to treat patients at risk of developing more serious 

complications, such as the elderly or people with underlying conditions 

(https://ecdc.europa.eu/en/seasonal-influenza/prevention-and-control/antivirals/faq). 

However, the need to carefully monitor seasonal influenza virus susceptibility to NA inhibitors 

remains a priority for public health agencies. At present, the percentage of detected circulating 

NA inhibitor-resistant viruses is low, but as seen in the 2007-2008 influenza season in Europe 

for the seasonal A(H1N1) strain, there can be a sporadic emergence of resistance that spreads 

rapidly in the population; 14% of the A(H1N1) virus samples from that season were resistant 

to oseltamivir [199]. By the 2008-2009 season the number of resistant influenza A(H1N1) 

strains had increased to 98% [200]. This raised concerns until the extinction of this A(H1N1) 

subtype following the emergence of the susceptible A(H1N1pdm09) pandemic virus in 2009. 

Some mutations that confer antiviral resistance cause a decrease in fitness of the resistant 

viruses. However, several studies have shown that compensatory mutations may co-emerge 

and improve the fitness of the resistant viruses. These mutations can also arise during cell 

culture, which led to the CDC’s Influenza Division and WHO Collaborative Centers to shift to a 

sequencing first approach using NGS before performing isolation and phenotypic 

characterisation on a subset of samples [631]. 

https://ecdc.europa.eu/en/seasonal-influenza/prevention-and-control/antivirals/faq
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As antivirals directed against other influenza virus proteins gradually become approved 

and used in the population, the need to monitor possible resistance mutations in other parts of 

the viral genome becomes more important (Supplementary File S3.1 and Supplementary File 

S3.3). For example, Xofluza (baloxavir marboxil) was recently approved in the US and Japan. 

This drug is a cap-dependent endonuclease inhibitor of the viral polymerase acidic (PA), for 

which a resistance mutation in the PA segment has already been found in clinical samples. 

Favipiravir, which targets the viral RNA-dependent RNA polymerase (RdRP), is available in 

Japan for patients infected by an influenza virus that is resistant to other available influenza 

drugs and it is in the third phase of clinical trials in the US and Europe. Recently, a substitution 

in the PB1 segment, namely K229R, was reported in an in vitro study to confer resistance to 

favipiravir. This substitution was accompanied with a PA P653L substitution, which restores 

the fitness of the virus [732]. In the Russian Federation and China, umifenovir (Arbidol) is used 

to treat influenza. This broad-spectrum antiviral can prevent virus entry into the host cell and 

is believed to target the HA protein. Other antivirals, such as nitazoxanide, an HA maturation 

inhibitor and pimodivir, a PB2 inhibitor, are being evaluated in phase III clinical trials. No 

specific, easy, standardised phenotypic tests have been developed yet to monitor the 

susceptibility of influenza viruses to these new antiviral drugs, making sequencing almost 

indispensable. WGS is of interest since most of these new drugs target viral proteins involved 

in the replication pathways where multiple viral proteins usually cooperate. In a few in vitro 

studies resistance substitutions appeared in other proteins rather than in the target protein of 

the antiviral drug (Supplementary File S3.2) [733]. 

3.4.2. Surveillance of Emergence of Resistance Mutations in 

Quasispecies 

With traditional sequencing approaches, it is difficult to detect and quantify minority 

genomes present in viral quasispecies. NGS provides, for each patient, the possibility to 

investigate previously inaccessible aspects of viral dynamics [734]. The challenge in 

characterising quasispecies composition remains to define a cut-off between real mutations 

and false positives.  

Influenza virus quasispecies analysis in the context of antiviral resistance has already 

been performed in clinical samples in a few studies. Trebbien and collaborators [735] followed 

for 6 months an immunocompromised patient treated with oseltamivir and zanamivir. They 

concluded that NGS was necessary to properly investigate the complex population at the sites 

that are considered important for antiviral resistance. Similarly, Pichon and colleagues [736] 

followed a child with severe combined immunodeficiency. The authors concluded that NGS 

allowed for the characterisation of viral variant evolution and that the quasispecies analysis 
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could reveal a risk of decreased antiviral efficacy. These study cases clearly indicate that the 

characterisation of the quasispecies composition of influenza virus genome could reveal the 

emergence of antiviral resistance. NGS technologies provide the necessary tools to detect the 

appearance and emergence of resistance mutations as quasispecies, either by studying 

samples from a patient under treatment or by analysing a large set of circulating viruses, and 

thus to identify these mutations before they reach a proportion where they can affect the 

antiviral susceptibility phenotype or before they become dominant.  

3.5. Concluding Remarks and Future Perspectives 

Monitoring the antiviral drug susceptibility of influenza virus has long focused on the NA 

protein, because NA inhibitors have historically been the most extensively used anti-influenza 

drugs. However, as new antivirals that target different viral proteins become available and used 

to treat influenza patients, the need to obtain information about the whole genome increases. 

Therefore, NGS represents a more informative approach than Sanger sequencing in the 

context of routine surveillance.  

This routine surveillance using WGS remains challenging regarding the complexity of data 

analysis for non-bioinformatics experts. Although, there are many tools available to analyse 

NGS results, many of these require substantial bioinformatic expertise because they are only 

available using the command line on Linux. Therefore, the spread of more web-based 

platforms with a user-friendly interface within the scientific community would be an advance in 

the use of WGS for non-bioinformatic experts [737]. 

The development of these NGS methods has provided an opportunity to obtain information 

about all the genomic segments and about the minority genomes present in viral quasispecies. 

Investigation of this quasispecies nature of influenza viruses thus improves preparedness by 

potentially forecasting the emergence of resistance substitutions.  

However, despite intensive research on influenza viruses, little is still known about the 

role, dynamics, and spread of viral quasispecies. More work is needed to understand whether 

and how the quasispecies nature of influenza viruses plays a role in antiviral escape and in 

immune selection pressure, or whether this could be a contributing factor to disease severity. 

The use of WGS in routine surveillance will enable a better understanding of the association 

of the viral quasispecies and the host characteristics of a patient. It could also enable a quicker 

response when certain mutations that confer antiviral resistance are emerging within the 

patient. The interpretation of this genomic data is of course highly dependent on how complete 

and structured the epidemiological and clinical metadata is.  

Use of NGS technology also comes with limitations including the cost, the requirement to 

amplify the genome, which introduces PCR errors, and the short-read lengths that require 
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powerful bioinformatic tools to assemble a consensus sequence. Soon third-generation 

sequencers may become available and address some of these limitations by simplifying data 

analysis and lowering costs (see Outstanding Questions). 
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 NEW INFLUENZA 

CLASSIFICATION BASED ON THE WHOLE 

VIRAL GENOME  

Context of this chapter: 

Currently, the hemagglutinin (HA) segment remains the principal target region for 

Sanger sequencing in classical influenza surveillance programmes. In this chapter and 

Chapter 5 and 6, we illustrate the feasibility and benefit of switching towards whole-genome-

sequencing-based surveillance. This chapter reports on a proof of concept that proposes an 

improved method for classification of circulating human influenza A virus strains with a high 

resolution for genetic characterisation and reassortment detection. This also allows a better 

insight into virus spread and improved detection of transmission clusters that would not have 

been possible when solely sequencing the HA segments. Additionally, whole-genome 

information, i.e. from all eight segments, will improve current vaccine strain selection, and 

could also potentially become a requirement in the future as next-generation vaccines and 

antiviral drugs that do not focus solely on HA and NA, respectively, become licensed. Lastly, 

integration of whole-genome data with patient information also allows investigation of 

associations of genetic groups based on the whole genome with host characteristics. 
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Abstract: 

Seasonal influenza epidemics are associated with high mortality and morbidity in the 

human population. Influenza surveillance is critical for providing information to national 

influenza programmes and for making vaccine composition predictions. Vaccination 

prevents viral infections, but rapid influenza evolution results in emerging mutants that differ 

antigenically from vaccine strains. Current influenza surveillance relies on Sanger 

sequencing of the hemagglutinin (HA) gene. Its classification according to World Health 

Organization (WHO) and European Centre for Disease Prevention and Control (ECDC) 

guidelines is based on combining certain genotypic amino acid mutations and phylogenetic 

analysis. Next-generation sequencing technologies enable a shift to whole-genome 

sequencing (WGS) for influenza surveillance, but this requires laboratory workflow 

adaptations and advanced bioinformatics workflows. In this study, 253 influenza A(H3N2) 

positive clinical specimens from the 2016-2017 Belgian season underwent WGS using the 

Illumina MiSeq system. HA-based classification according to WHO/ECDC guidelines did not 

allow classification of all samples. A new approach, considering the whole genome, was 

investigated based on using powerful phylogenomic tools including beast and Nextstrain, 

which substantially improved phylogenetic classification. Moreover, Bayesian inference via 

beast facilitated reassortment detection by both manual inspection and computational 

methods, detecting intra-subtype reassortants at an estimated rate of 15 %. Real-time 

analysis (i.e., as an outbreak is ongoing) via Nextstrain allowed positioning the Belgian 

isolates into the globally circulating context. Finally, integration of patient data with 

phylogenetic groups and reassortment status allowed detection of several associations that 

would have been missed when solely considering HA, such as hospitalised patients being 

more likely to be infected with A(H3N2) reassortants, and the possibility to link several 

phylogenetic groups to disease severity indicators could be relevant for epidemiological 

monitoring. Our study demonstrates that WGS offers multiple advantages for influenza 

monitoring in (inter)national influenza surveillance, and proposes an improved methodology. 

This allows leveraging all information contained in influenza genomes, and allows for more 

accurate genetic characterisation and reassortment detection. 
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4.1. Introduction 

Every year, 5-20% of the human population becomes infected with influenza. Worldwide, 

3 to 5 million infections yearly progress into severe cases [8]. Case-fatality rates are <0.1 % 

during a typical influenza pandemic [7]. Severe cases predominate in certain risk groups, 

including the very young and very old, and patients with comorbidities such as chronic cardiac, 

respiratory and metabolic diseases, obese patients, immunocompromised patients and 

pregnant women [738]. Influenza A and B viruses are a major cause of respiratory tract 

infections in humans. The influenza A genome consists of eight segments, including two 

segments encoding hemagglutinin (HA) and neuraminidase (NA) proteins. HA and NA are 

considered the most important viral components because they represent key antigens due to 

their location on the viral envelope, rendering them the main immune response targets [739–

741]. Influenza A viruses are further classified into subtypes based on the combination of their 

HA and NA segments. Currently, influenza A(H1N1)pdm09 and A(H3N2) are the two main 

influenza A subtypes circulating in humans [8].  

Influenza surveillance is important to determine the vaccine composition based on 

circulating influenza virus strains, and to provide information to national influenza prevention 

and control programmes regarding the timing, impact and severity of seasonal epidemics. 

Additionally, surveillance allows the detection of emerging zoonotic and potentially pandemic 

influenza viruses [742]. According to the guidelines of the World Health Organization (WHO) 

and the European Centre for Disease Prevention and Control (ECDC), influenza surveillance 

requires classification of new samples into different clades and subclades within each influenza 

subtype. This surveillance is based on the combination of certain predefined genotypic amino 

acid variants present in the HA segment, and phylogenetic analysis for which the HA segment 

of samples should cluster within clades represented by indicated vaccine or reference virus 

strains. Additionally, the HA gene should exhibit neither many (although an exact threshold is 

not defined) nor critical (i.e., those that significantly affect antigenicity) amino acid differences 

compared to the indicated vaccine or reference strain with which they associate [743]. Based 

on circulating strains identified in surveillance programmes, respective HA-based clade 

classification, and availability of vaccine viruses, the vaccine composition for the following 

season is determined. 

Consequently, the main focus of genetic surveillance is the HA gene, with proportionally 

limited data available for the other seven segments [744]. Sanger sequencing currently 

remains the principal approach for genetic influenza surveillance. However, next-generation 

sequencing (NGS) technologies are increasingly used in many countries [728, 745–747] and 

constitute a promising alternative, offering the possibility to simultaneously obtain the 

sequence of all eight segments. Whole-genome sequences can provide much additional 
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information for influenza surveillance compared to solely sequencing the HA gene. These 

whole-genome sequences can assist in inferring potential links between genomic data and 

host characteristics, including epidemiological effect exploration of inter- and intra-seasonal 

evolutionary dynamics, inter- and intra-subtype reassortment detection, identification of 

mutations located anywhere in the genome [731, 748, 749], and genetic group strain 

classification based on whole-genome information. Additionally, whole-genome sequences 

can improve vaccine strain selection and enhance vaccine efficacy [750]. Lastly, multiple next-

generation vaccines target other segments than the HA segment [751], requiring new 

approaches for influenza monitoring based on the whole genome. Most of these sequences 

are deposited in the database maintained by the Global Initiative on Sharing Avian Influenza 

Data (GISAID), which contains genome sequences of all influenza types and includes 

outbreaks and surveillance studies [752]. 

Since the 1968 influenza A(H3N2) pandemic, the A(H3N2) subtype has led to numerous 

seasonal epidemics and is considered to evolve faster than other subtypes [753]. A(H3N2) has 

shown extensive genetic diversity and increased morbidity and mortality in recent years, 

especially in the elderly [754]. Identifying and predicting current epidemiological threats from 

A(H3N2) is challenging due to the strain’s rapid evolution and the current limitations of existing 

methods for analysing the antigenic characteristics of influenza A(H3N2) [755]. This rapid 

evolution is caused by mutations but also reassortments. Reassortments can occur due to the 

segmented genome when cells are infected with different influenza viruses, when new virus 

particles are assembled with a mix of segments from these different viruses [756]. This rapid 

evolution is reflected by the continuous updates of WHO recommendations regarding vaccine 

strains for influenza A(H3N2) [757]. Sporadically, inter-subtype reassortment occurs, which 

may give rise to viruses with pandemic potential. Two recent examples of inter-subtype 

reassortment include a case in the Netherlands in March 2018 and a case in Sweden in 

January 2019, both of which resulted in Influenza subtype A(H1N2) [758]. Nevertheless, inter-

subtype reassortments are rare due to potential segment incompatibility between heterologous 

viral components resulting in RNA or protein mismatches that decrease viral fitness and limit 

dispersion in the human population [759]. In contrast, intra-subtype reassortments between 

various lineages of the same subtype happen more frequently because of the higher genetic 

relatedness and functional compatibility of their segments. Intra-subtype reassortments can 

increase the adaptive potential and genetic diversity of circulating viruses [748]. For the 

A(H3N2) subtype, it was suggested that the rate of adaptive amino acid replacements within 

reassorted strains is temporarily increased. Although intra-subtype reassortments have not 

been systematically evaluated, they had a major impact on virus evolution [748]. 
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As the role of intra-subtype reassortment is becoming increasingly clear, identifying and 

monitoring reassortments with whole-genome-based surveillance becomes necessary [760, 

761]. However, implementing this whole-genome-based surveillance in routine surveillance 

requires multiple adaptations in the laboratory workflow. Additionally, in-depth bioinformatics 

expertise is required to process sequencing results. Hence, the availability of user-friendly 

tools and pipelines is paramount for the incorporation of whole-genome sequencing (WGS) 

into routine surveillance [762]. In this study, the feasibility of WGS is evaluated for routine 

influenza surveillance based on the WGS of 253 A(H3N2) samples from the 2016-2017 

Belgian influenza season [763]. In particular, the suitability of current methods for defining 

phylogenetic groups based on the HA segment versus their whole genome is evaluated to 

assess the added value of incorporating whole-genome information for interpretation of strain 

clusters and their reassortment status. Several high-end computational methods are explored 

to improve classification and detection of reassortments, and this study proposes a new 

methodology based on WGS for genetic influenza surveillance. 

4.2. Methods 

4.2.1. Sample selection, RNA isolation, PCR amplification and WGS 

Sample selection. Two main surveillance systems exist in Belgium, ‘influenza-like-illness’ 

(ILI) and ‘severe-acute-respiratory-infection’ (SARI). A sudden onset of symptoms, including 

fever and respiratory and systemic symptoms, define ILI cases. A SARI case is an acute 

respiratory illness requiring hospitalisation with fever and respiratory symptoms onset within 

the previous 10 days. A standard questionnaire accompanied all samples with patient 

information on sex, birth date, clinical features, vaccination status, administration of antiviral 

treatment or antibiotics, date of symptom onset and date of sample collection (Supplementary 

File S4.1). 

From these two surveillance systems, 253 samples were selected with a Cq <32 as 

detected with quantitative reverse transcription PCR (RT-qPCR). Samples were mainly 

selected by stratifying based on the severity, patient age and sampling date. Samples from 

outpatients (ILI) were all categorized as mild cases (n = 93), whereas samples from 

hospitalised patients (SARI) were categorized as either moderate (n = 122) or severe (n = 38) 

cases. Patient age and sampling dates were stratified into three groups: patients ˂15 years, 

patients between 15 and 59 years, and patients ≥60 years. Samples were categorized based 

on their sampling history: before, during (week 4 to 6 2017), and after the epidemic peak. An 

overview of available host characteristics for all 253 samples is provided in Table 4.1. 
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Table 4.1: Samples stratified according to host characteristics.  

Age (years): <15 15 – 59 ≥60 

Beginning of epidemic (<week 4) 12 17 35 

Peak of epidemic (week 4 - 6) 16 26 86 

End of epidemic (>week 6) 11 16 34 

ILI 93 SARI 160 

Male* 122 Female* 122 

Vaccinated* 52 Not vaccinated* 130 

Antibiotics administered* 100 No antibiotics administered* 126 

Respiratory disease* 50 No respiratory disease* 199 

Cardiac disease* 54 No cardiac disease* 195 

Obesity 20 No obesity 233 

Renal insufficiency 35 No renal insufficiency 218 

Hepatic insufficiency 6 No hepatic insufficiency 247 

Diabetes 27 No Diabetes 226 

Immuno-deficiency 23 No immuno-deficiency 230 

Neuromuscular disease 21 No neuromuscular disease 232 

Stay in ICU 22 No stay in ICU 231 

Resulting in death 19 Not resulting in death 234 

*Samples for which certain host characteristics were unknown, were excluded for analysing that particular host characteristic. 

RNA isolation, PCR amplification and WGS. Nucleic acids of samples were extracted 

directly from the clinical specimens [764] using a viral RNA/DNA isolation kit (Macherey Nagel). 

RNA extraction was performed according to the manufacturer’s instructions, except that beads 

were not washed in buffer MV5 but instead dried for at least 10 min, or longer, until the pellet 

did not appear shiny anymore, before continuing. 

Sequencing amplicons were generated in a one-step reverse transcription PCR (RT-

PCR), in a 50 µl reaction volume with three primers allowing reverse transcription and 

amplification of each segment. This protocol is based on that of Van den Hoecke et al. [710] 

with optimised volumes and RT-PCR conditions (Supplementary File S4.1). 

Amplified products were purified using a NucleoSpin Gel and PCR Clean-up kit (Macherey 

Nagel), according to the manufacturer’s instructions. Purified products were examined with the 

Agilent 4200 TapeStation (Agilent Technologies) using the Agilent D5000 ScreenTape system. 

The concentration of each purified product was quantified with a Qubit 4 fluorometer 

(Invitrogen) using the Qubit broad-range assay. 

The purified RT-PCR products were used to prepare sequencing libraries with a Nextera 

XT DNA sample preparation kit (Illumina), according to the manufacturer’s instructions. All 
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libraries were sequenced on a MiSeq (Illumina) using the MiSeq v3 chemistry according to the 

manufacturer’s protocol, producing 2x250 bp paired-end reads. All generated WGS data have 

been deposited in the National Center for Biotechnology Information (NCBI) Sequence Read 

Archive (SRA) [765] under BioProject accession number PRJNA615341.  

4.2.2. Generation of consensus genome sequences 

Raw (paired-end) reads were trimmed using Trimmomatic v0.32 [610] with the following 

settings: ‘ILLUMINACLIP:NexteraPE-PE.fa:2:30:10’, ‘LEADING:10’, ‘TRAILING:10’ 

‘SLIDINGWINDOW:4:20’, and ‘MINLEN:40’ retaining only paired-end reads. For each sample, 

a suitable reference genome for read mapping was selected from the NCBI viral genomes 

resource [766] (Supplementary File S4.1). Consensus sequences for all samples were 

obtained following the GATK ‘best practices’ protocol (Supplementary File S4.1). All 253 

generated consensus genomes were deposited in the GISAID database (i.e., samples 

EPI_ISL_415199 to EPI_ISL_415452) [752]. Sequencing coverage was extracted for each 

position from each sample using SAMtools depth 1.3.1 [767] and positions were normalized 

against the vaccine strain length. The percent identity matrix was calculated using the online 

muscle program hosted by the EBI (European Bioinformatics Institute) [768] for each segment.  

4.2.3. Phylogenomic analysis 

The WHO/ECDC provide a list of references representing each HA clade [769], but 

provisional clustering tests indicated that these did not allow the defining of phylogenetic 

groups for all samples. Additional reference sequences were selected from phylogenetic trees 

in ECDC reports and Nextstrain (www.nextstrain.org) [256] (Supplementary Table S4.1, 

available in the online version of this article). Alignments of sequenced samples and reference 

sequences were generated for all segments employing mega 7.0.18 [770] using default 

parameters for ClustalW [771] alignment. Only protein-encoding sequences of each segment 

were retained. beast v1.10.4 [772] was used to create phylogenetic trees for every segment 

individually, and the whole-genome, with underlying evolutionary model and other settings as 

listed in detail in Supplementary File S4.1. Maximum clade credibility trees were generated 

afterwards using the TreeAnnotator program of beast with default settings. Generated trees 

were visualised in iTOL (https://itol.embl.de/login.cgi) [650]. 

A local Nextstrain instance [256], allowing lightweight phylogenomics comparison with 

much more genomes than possible with beast, was built using sequenced samples 

complemented with GISAID sequences. Only those GISAID whole genomes were retained 

that included patient sex and age information, directly sequenced without passaging in cells or 

https://dataview.ncbi.nlm.nih.gov/object/PRJNA615341?reviewer=tpneus4di4aj12jmrsjt20d32r
https://itol.embl.de/login.cgi
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eggs, resulting in 14 157 genomes. All sequences were aligned with CLC Genomics 

Workbench 20.0.2 with default parameters, and UTRs (untranslated regions) were stripped. 

Aligned segments were concatenated into a single sequence for all samples retaining only 

sequences with ˂3 gaps and/or ‘N’ characters. Genomes were clustered based on sequence 

identity with cd-hit 4.6.8 using different cut-offs to retrieve ~3000 genomes, which was reached 

at 99.83 % sequence identity. Sequenced Belgian samples were retained irrespective of their 

sequence similarity (Supplementary Table S4.2). The local Nextstrain instance was then 

constructed as detailed in Supplementary File S4.1. The generated tree was visualised in R 

using the packages ‘ggtree’ and ‘phytools’.  

4.2.4. Reassortment detection 

For manual reassortment detection, individual segment trees (Figure 4.1 and 

Supplementary Figure S2-S8) obtained with beast were compared visually to the whole-

genome tree (Figure 4.2) and reconciliation of topologies was sought between the eight 

influenza segment tree. When a topological inconsistency in sample positioning in one of the 

segment trees was present, indicative of belonging to another phylogenetic group, the 

posterior probability value of the ancestral nodes in the segment tree between the group of the 

sample defined by the whole-genome tree and the group in which the reassorted genome was 

present, was checked. Only if this posterior probability value was ≥0.95, the genome was 

retained as an intra-subtype reassortant. Reassortment detection was also computationally 

independently performed using Graph-incompatibility-based Reassortment Finder (GiRaF) 

software v1.02 [773]. Tree files from two randomly selected replicates of the whole-genome 

analysis produced by beast were downsampled to 1,000 trees and analysed with GiRaF using 

default settings. Only reassortments with a confidence level ≥0.95 were accepted. 

Subsequently, a consensus approach was applied by retaining only reassortments detected 

by both methods. To estimate the reassortment frequency, the number of reassortant genomes 

was divided by the total number of genomes.  

4.2.5. Inference of host characteristic associations 

All statistical analyses were performed using R-software (RStudio 1.0.153; R3.6.1). The 

two-sided Fisher’s exact test was used to assess associations between host characteristics 

and phylogenetic groups for both the whole genome and each segment individually. The same 

analysis was performed to assess associations between severity outcome and reassortment 

presence/absence. Host characteristics included infection severity (classified into mild, 

moderate and severe), patient age (categorized into <15, 15-59 and ≥60 years), sampling date 
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(before, during and after the epidemic peak), vaccination status, presence of comorbidities and 

severity indicators. Multiple testing correction was conducted by applying the Benjamini-

Hochberg method [774] and controlling the false discovery rate (FDR) at 5 %. For statistically 

significant associations identified during the univariate analysis, multiple linear regression was 

used to identify potential confounding variables and effect modifications. 

Permutation analyses were performed to investigate the effect of different sample sizes 

for ILI (n = 93) and SARI (n = 160) cases. SARI and ILI samples were randomly selected 10 

000 times with replacement for x = 1, 2, ..., 93 cases of both the total ILI and SARI population. 

In addition, at x=93, a two-sided permutation test at a significance level of 0.05 was performed 

(i.e., attempting to answer the question, does the observed value for 93 samples lay within the 

95% confidence interval when 10 000 times 93 samples are randomly selected with 

replacement from the respective ILI/SARI case population?). All analysis scripts are provided 

in Supplementary File S4.1. 

4.3. Results  

4.3.1. WGS of clinical influenza A(H3N2) samples  

Whole-genome A(H3N2) sequences were successfully obtained for all 253 samples used 

in this study. Supplementary Figure S4.1 provides an overview of the sequencing coverage for 

each position from each sample. Obtained sequences had a median depth (i.e., number of 

times each base shows up in individual reads) and breadth (i.e., total recovered genome 

sequence length) of coverage >9077x and >99 %, respectively. Sequencing efficiency varied 

slightly inversely with segment size, with smaller fragments such as the M segment generally 

displaying a slightly greater depth. For two samples only, a part of the genes encoding for PB2, 

PB1 or NP had a coverage ˂100x. Consequently, all samples were retained for further 

analysis. 

4.3.2. Classification using WHO/ECDC guidelines for the HA segment 

Samples were first classified according to WHO/ECDC guidelines by creating a 

phylogenetic tree with beast software [772] for the HA segment. The terms ‘clade’ and 

‘phylogenetic’ group specifically refer to grouped samples using either the current or our newly 

proposed classification method, respectively, whereas the term ‘genetic group’ refers to 

samples that cluster together without specifically considering the classification method. 

WHO/ECDC provide a list of influenza references representing each HA clade [769], but 

provisional clustering tests indicated that these did not allow proper definition of the Belgian 
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samples within clades (data not shown). Therefore, more reference sequences were selected 

manually from phylogenetic trees in ECDC reports and nextstrain.org [256] by building 

provisional trees to evaluate whether the Belgian samples could be classified. Figure 4.1 

presents the resulting phylogenetic tree based on the HA segment obtained with beast for all 

sequenced samples and employed additional reference/vaccine sequences. Classification 

following the WHO/ECDC guidelines based on clustering with reference and vaccine strains 

(references provided by WHO/ECDC are indicated specifically with red arrows in Figure 4.1), 

and identification of specific amino acid substitutions linked to clades, resulted in the 

identification of four clades. In total, 26, 18, 7 and 49 samples, respectively, could be attributed 

to the HA groups ‘3C2a1a’, ‘3C2a1b’, ‘3C2a2’ and ‘3C2a3’. Four samples clustered with a 

WHO/ECDC reference for group ‘3C2a’ but were phylogenetically too distant to motivate their 

inclusion in this group. The employed WHO/ECDC reference for Group ‘3C2a1’ did not cluster 

with samples that should belong to this group, but rather with samples of Group ‘3C2a1a’. 

Belgian samples belonging to group “3C2a1”, however, could be classified because they 

clustered with some of the additional reference strains that were selected from ECDC reports 

and nextstrain.org. In total, the approach using solely WHO/ECDC information resulted in 153 

unassigned samples, of which 59 lacked at least one clade-defining amino acid substitution 

(highlighted by a grey strip in Figure 4.1) and 144 did not cluster with any reference strain 

provided by WHO/ECDC guidelines.  

Considering the support of nodes by posterior probability values in relation to the 

additionally employed references (indicated in Figure 4.1 with the colour of their corresponding 

phylogenetic group but without a red arrow), and specific additionally identified substitutions, 

resulted in classification of 11 phylogenetic groups. Group ‘3C2a’ could now be defined 

because samples clustered properly with one of the additionally selected references that was 

defined as clade ‘3C2a’. Group ‘3C2a1’ and group ‘3C2a1(2)’, and group ‘3C2a1a’ and group 

‘3C2a1a(2)’, are phylogenetically closely related to each other, but were both split into two 

subparts denoted with the suffix ‘(2)’ because they were clearly delineated in the phylogeny, 

albeit supported by nodes with low posterior probability values. Additionally, most samples of 

Group “3C2a1” possessed an additional amino acid substitution R142K compared to group 

‘3C2a1(2)’, and group ‘3C2a1a(2)’ lacked the clade-specific substitution T135K of group 

‘3C2a1a’. Group ‘X’ consists of samples that similarly clustered together in most segment 

trees, except the PB1 and M trees. Groups ‘HAX’ and ‘HAY’ include samples difficult to classify 

into the other phylogenetic groups. The classification uncertainty of these samples was often 

reflected in other segment trees. Additionally, these samples possess different mutations in 

the HA segment and in the whole genome compared to samples in other phylogenetic groups, 

which supports their designation to separate phylogenetic groups. 
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Figure 4.1: Phylogenetic HA gene tree. Red arrows indicate (coloured) reference names assigned to the various 

groups as defined by the WHO/ECDC, and coloured names without red arrows indicate additional references 

selected from ECDC reports and nextstrain.org. Specific amino acid substitutions designated to groups according 

to WHO/ECDC guidelines are indicated on the figure, and the circular coloured outer strip around the tree 

represents the assigned groups based on amino acid substitutions defined in the WHO/ECDC guidelines, according 

to the colour legend. Within the tree, the group labels represent the 11 phylogenetic groups that were assigned to 

their respective samples according to their classification based on references (coloured names) and the support of 

nodes by posterior probability values. Group ‘X’ clustered together in a separate cluster from the other groups. 

Groups ‘HAX’ and ‘HAY’ contain samples that could not be classified. Posterior probability values are indicated on 

key nodes that separate groups, and are coloured red if below 0.5. The size of the blue discs on nodes represents 

the posterior probability scaled between 0.5 and 1. The scale bar represents the mean number of substitutions per 

site.  
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4.3.3. Using whole-genome sequences and beast allows improved 

phylogenetic classification  

WGS enables construction of phylogenies for the other seven segments separately, as 

well as the combined whole genome. A phylogenetic tree was constructed with beast using 

the whole-genome sequences of the Belgian isolates rather than solely the HA segment, after 

which classification was performed similarly by considering the support of nodes by posterior 

probability values in relation to employed reference/vaccine genomes, and specific additionally 

identified substitutions. The resulting classification is presented in Figure 4.2. Additionally, the 

same approach for the other seven segments was individually applied, and is presented in 

(Figs S2-S8). Comparison of the HA (Figure 4.1) and whole-genome (Figure 4.2) trees 

indicates that approximately 83.4 % of samples were classified in the same phylogenetic 

groups. Additionally, the whole-genome tree overall has higher posterior probability values 

[posterior(nodes) ≥ 0.5 : 203 (whole genome) vs 94 (HA)], increasing confidence in the overall 

topology, because the posterior probability of a tree is the probability that the tree is correct 

given the data if the underlying model is correct [775, 776]. 
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Figure 4.2: Phylogenetic tree based on the whole genome. Coloured names indicate additional references 

selected from ECDC reports and nextstrain.org. Coloured rings around the tree represent classification results for 

the eight segments separately (Figure 4.1 for the HA gene, and Figs S2-S8 for the seven other genes). Group ‘X’ 

clustered together in a separate cluster from the other phylogenetic groups. Groups ‘WGX’ and ‘WGY’ contain 

samples that could not be classified. Groups labelled with the segment name and a single letter (e.g., PB1X) 

similarly represent any remaining samples that could not be confidently assigned into phylogenetic groups 

according to their segment trees (S2-S8 Figs). Within the tree, the group labels represent the phylogenetic groups 

that were assigned to their respective samples according to their classification based on references (coloured 

names) and the support of nodes by posterior probability values. Posterior probability values are indicated on key 

nodes that separate phylogenetic groups. The size of the blue discs on nodes represents the posterior probability 

scaled between 0.5 and 1. The scale bar represents the mean number of substitutions per site.  
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4.3.4. Increasing the number of genomes considered with a custom-

built Nextstrain instance 

Proper reference selection was extremely arduous, requiring multiple explorative analysis 

iterations to select suitable reference genomes allowing classification to arrive at the 

phylogenies and resulting classification presented for HA (Figure 4.1) and the whole genome 

(Figure 4.2). An alternative approach was explored by using Nextstrain to reconstruct an in-

house instance of the Belgian samples supplemented with more than 2500 publicly available 

A(H3N2) genomes available in the GISAID database, because Nextstrain is a framework 

meant for real-time analysis (i.e., as an outbreak is ongoing) of several hundreds to even 

thousands of genomes. This allowed positioning of the Belgian samples within the globally 

circulating context. When comparing the custom-built Nextstrain tree (Figure 4.3) with the 

whole-genome tree of the Belgian samples (Figure 4.2), 217 Belgian samples clustered 

congruently in both trees. Six samples from group ‘X’ clustered together in a separate cluster. 

The remaining 30 samples were placed differently between both trees. The high congruence 

between both trees enabled to more easily identify suitable references. Figure 4.3 illustrates 

considerable diversity amongst the Belgian samples, belonging to five major phylogenetic 

groups: (i) samples belonging to group ‘3C2a3’; (ii) group ‘3C2a1’ and group ‘3C2a1(2)’; (iii) 

group ‘3C2a1a’ and group ‘3C2a1a(2)’; (iv) group ‘3C2a1b’; and (v) group ‘3C2a2’. Group 

‘3C2a1’ and group ‘3C2a1(2)’, and group ‘3C2a1a’ and group ‘3C2a1a(2)’, formed two distinct 

clusters each time, supporting their separation into different phylogenetic groups as previously 

suggested by both the HA (Figure 4.1) and whole-genome (Figure 4.2) trees. Lastly, four 

samples belonged to an additional phylogenetic group corresponding to group ‘3C2a’. The root 

for the samples from the Belgian 2016-2017 outbreak season goes back to 2003-2004, and 

phylogenetic groups containing Belgian samples are interspersed with many samples isolated 

in other countries, indicating that phylogenetic groups are not limited by country boundaries 

and that these groups have already co-circulated in the Belgian population for several years. 
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Figure 4.3: Time-resolved overview of influenza samples from the Belgian 2016-2017 outbreak season in 

the context of globally circulating influenza strains based on an in-house Nextstrain instance using only 

whole-genome sequences. Green- and yellow- coloured dots represent ILI and SARI samples sequenced in this 

study, respectively. Blue coloured dots represent GISAID samples. If an ancestor only included GISAID sequences, 

these nodes were collapsed for better visualisation with the size of such nodes proportional to the number of 

included samples. Phylogenetic groups based on the whole genome (Figure 4.2) are indicated around the tree. The 

branch lengths correspond to the sampling date of the sample. In case of grouped GISAID samples, the sampling 

date of the latest sample is used.  

4.3.5. Detection of intra-subtype reassortments 

WGS enabled identification of (intra-subtype) reassortments within the Belgian A(H3N2) 

samples, allowing for investigation of the influence of reassortments on virus evolution through 

both manual inspection by visually comparing individual segment trees obtained with beast to 

the whole-genome tree, as well as through computational analysis by using the GiRaF 

software. For both methods, the genome was retained as an intra-subtype reassortment if the 

posterior probability value was ≥0.95. Results of the combination of the manual and 

computational analysis are visualised in Figure 4.4, and a detailed list of reassortments 

detected by both manual inspection and computational methods is provided in Supplementary 

Table S4.3. Using the combination of the manual and computational approach, 38 strains were 

characterised as intra-subtype reassortants resulting in an intra-subtype reassortment rate of 



CHAPTER 4: NEW INFLUENZA CLASSIFICATION BASED ON THE WHOLE VIRAL GENOME 

94 

15.02 %. With the manual detection method, 57 reassorted genomes were detected (22.53 

%), whereas with GiRaF 39 reassorted genomes were identified (15.42 %). 

No statistically significant result was obtained using the Fisher’s exact test between the 

surveillance system and reassortment status. Permutation analyses were performed to 

investigate the association between disease severity and reassortment status while correcting 

for the different sample sizes of ILI and SARI samples. For all sample sizes ranging from 1 to 

93 (the maximum number of ILI samples), the number of reassorted genomes was consistently 

higher for SARI samples compared to ILI samples (Supplementary File S4.1). Moreover, at a 

sample size of 93, a two-sided permutation test at a significance level of 0.05 indicated that 

significantly more reassorted genomes were present in the SARI population (P value=0.0208; 

Supplementary File S4.1). 

4.3.6. Associations between host characteristics and phylogenetic 

groups 

Associations between host characteristics and phylogenetic groups for both the whole 

genome and each segment individually were inferred using the Fisher’s exact test with FDR 

correction. Statistically significant results for associations between phylogenetic groups and 

host characteristics are presented in Figure 4.4 for the whole genome. Results for the individual 

segments are presented in Supplementary Table S4.4. Significantly more male than female 

patients were infected with strains belonging to group ‘3C2a3’ not only for the whole genome, 

but also for the HA segment with the same confounding effects (i.e., variables that have an 

influence on the correlation between the group and the host characteristic) (Figure 4.4, 

Supplementary Table S4.4). Group ‘X’ mainly consists of samples from ILI cases not only for 

the whole genome but also for the HA segment with the same confounding effects (Figure 4.4). 

A significant association was detected between group ‘3C2a1a(2)’ and sampling period for the 

whole genome, with samples being present mainly during the seasonal beginning and peak, 

but decreasing in presence towards the end. Although this association was not detected for 

the HA segment, it was detected when samples were classified according to the PB2 and PB1 

segments (Supplementary Table S4.4). A significant association between group ‘3C2a3’ and 

sampling period for the whole genome was also detected, with an increasing number of 

samples towards the end. This significant association was also detected when samples were 

classified according to the PB1 segment (Supplementary Table S4.4). Although not significant, 

group ‘3C2a1a’ was emerging during the course of the influenza season (Supplementary 

Figure S4.9), while group ‘3C2a2’ only appeared during the seasonal peak. Several additional 

significant associations were detected between host characteristics and the individual 

segments (Supplementary Table S4.4). All genomes were assessed regarding antiviral 
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resistance by comparing to a previously composed database of antiviral resistant mutations 

[749], but no known antiviral resistance mutations were observed within the genomes (results 

not shown).  

 

Figure 4.4: Phylogenetic tree based on the whole-genome annotated patient data for which significant 

associations with phylogenetic groups were detected. Coloured taxon labels indicate additional references 

selected from ECDC reports and nextstrain.org. Coloured rings around the tree represent patient data, including 

the surveillance system, sex and sampling period, for samples where this information was available. Around the 

outside of these strips, the presence (filled circle) or absence (empty circle) of reassorted genomes is indicated 

based on the consensus of both manual inspection and computational analysis with GiRaF. Statistically significant 

results using the Fisher’s exact test with FDR correction for associations between host characteristics and sample 

parameters with the newly defined phylogenetic groups for the whole genome (see Figure 4.1) are presented on 

the figure near their respective phylogenetic group. Results for individual segments and more detailed information, 

including the effect size and confidence interval, are presented in Supplementary Table S4.4. The host 

characteristics and sample parameters for the reference genomes were excluded. Posterior probability values are 

indicated on key nodes that separate phylogenetic groups. The size of the blue discs on nodes represents the 

posterior probability scaled between 0.5 and 1. The scale bar represents the mean number of substitutions per site.  
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4.4. Discussion 

The field of microbiology is transforming due to the decreasing turnaround times and costs, 

and increasing availability of whole-genome information and user-friendly data analysis tools. 

The added value of genomic surveillance has been showcased during the SARS-CoV-2 

pandemic by tracking the virus, detecting emerging variants of concern, and applying the 

genomic data to a wide variety of associated biological questions [675]. As the COVID-19 

restrictions also limited the spread of influenza, genomic surveillance of influenza is likely to 

become even more important when COVID-19 restrictions ease [777]. Although the HA gene 

remains the principal region for Sanger sequencing in classical influenza surveillance 

programmes, this study illustrates the feasibility and benefit of switching towards WGS-based 

surveillance. Sanger sequencing the HA gene has a lower cost compared to WGS, but when 

several samples are multiplexed in the same WGS run, the overall cost of the latter is lower 

compared to Sanger sequencing every gene separately [19]. This study proposed an improved 

methodology for classification of circulating strains with higher resolution for genetic 

characterisation and reassortment detection. Moreover, integration of WGS data with patient 

information allowed investigation of the associations of phylogenetic groups based on the 

whole genome with host characteristics. 

Influenza classification according to WHO/ECDC guidelines is currently based on 

phylogenetic analysis of the HA segment through clustering with vaccine/reference strains and 

detection of predefined amino acid substitutions [743]. However, this approach enabled 

however only classifying a small subset of the Belgian influenza 2016-2017 outbreak samples 

because the majority of samples did not cluster with reference strains and/or lacked specific 

clade-defining HA amino acid substitutions. Our study evaluated the feasibility of shifting 

classification for influenza surveillance to a whole genome-based approach rather than solely 

the HA gene, also incorporating much more references selected from ECDC reports and 

nextstrain.org, to improve clade definition. We have demonstrated that employing whole 

genome information offers improved classification performance because more samples could 

be characterised into well-supported phylogenetic groups compared to only considering the 

HA gene.  

Current surveillance programmes typically employ relatively simple phylogenetic tree 

reconstruction methods based on distance estimation and maximum parsimony, such as mega 

neighbour joining [778, 779]. More advanced methods such as RAxML maximum likelihood 

are used only rarely [743]. In contrast, phylogenetic tree construction through Bayesian 

inference has emerged as a standard in recent years for fundamental viral genomics studies. 

This powerful but resource-intensive approach allows robust phylogenomic investigation and 

facilitates deep exploration of the circulating genetic diversity [780, 781]. Here, beast software 
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[772] was used, which takes phylogenetic uncertainty into account and incorporates complex 

evolutionary models [782]. beast was for instance used to find the origin and map avian 

influenza A(H7N9) diversity causing human infection [783], simulating real-time evolutionary 

rate estimates and dating the emergence and intrinsic growth rate of the A(H1N1)pdm09 

pandemic [784]. Our case study therefore demonstrates the feasibility of switching to more 

robust phylogenetic tree reconstruction based on Bayesian inference for genetic influenza 

surveillance. Ideally, more rigid model selection is performed for validating the underlying 

model assumptions, but this still requires computational resources beyond the capacity of the 

Belgian, and most other National Reference Centers (NRCs). 

Being time-consuming and computationally intensive, Bayesian inference is, however, 

infeasible for larger datasets containing several hundreds of samples or if a quick response is 

required. Selection of suitable genome references for phylogenetic classification poses 

another challenge. Therefore, an alternative approach was explored using a custom-built 

Nextstrain instance, which offers several advantages. Nextstrain can analyse several 

hundreds to thousands of genomes much faster compared to beast and presents a real-time 

view. Although the public influenza instance hosted at nextstrain.org is based solely on the HA 

and NA genes, we demonstrated the feasibility of using whole-genome information. The 

feasibility of using Nextstrain with whole genomes also allows provisionally assigning samples 

to already existing or newly emerging groups to select suitable references to perform more 

powerful phylogenomics investigation with methods such as beast. 

Consistent with previous studies, we found co-circulation of different A(H3N2) 

phylogenetic groups during influenza epidemics [780, 785, 786]. A total of 211 of 253 samples 

(83.4 %) classified based on the HA segment belonged to the same phylogenetic group based 

on the whole genome, suggesting that the other seven segments contribute important 

additional genetic information. Intra-subtype reassortments were observed at a rate of ~15 % 

in the Belgian 2016-2017 season, likely facilitated by the co-circulation of several phylogenetic 

groups. Although intra-subtype reassortment detection remains challenging, posterior 

probability values derived from beast aided reassortment detection with both manual 

inspection and computational approaches to avoid selecting uncertain reassortments. Intra-

subtype reassortments are currently typically studied using manual inspection of different 

segment phylogenetic trees by checking for positional inconsistencies. This is highly time-

consuming, error-prone and aggravated by unclear phylogenetic trends in segments that 

exhibit limited genetic diversity. Recent subtle reassortments are more challenging to detect 

because sequences from the same subtype are more similar [773, 787]. Through our strict 

requirements for reassortment detection by both a computational and manual method requiring 

high support values, the resulting reassortment rate of 15 % is likely underestimated. Goldstein 
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et al. [780] studied A(H3N2) in Scotland for the 2014-2015 season, and observed less intra-

subtype reassortments (5.3 %) using a similar methodology. However, Berry et al. [748] 

studied reassortments in 2 091 A(H3N2) globally circulating strains collected between 2009 

and 2014, and observed a higher rate of intra-subtype reassortments (39.1 %) by using a 

computational approach. However, it should be noted that, similar to recombination for 

bacterial pathogens, reassortment can disturb the true phylogenetic signal in whole-genome-

based phylogenetic investigations because it disturbs the underlying assumptions of the tree 

model, resulting in biased topologies. One strategy to circumvent this is by removing all 

reassorted samples, but this would typically remove large proportions of the input dataset for 

influenza due to its relatively high rate of reassortment. Therefore, a need exists for 

development of new tools and models that can take this effect into account, such as the Bacter 

package in beast2 developed for bacterial pathogens [788]. 

SARI samples were found to be more likely to comprise reassortments in agreement with 

Goldstein et al. [780]. Nelson et al. similarly found that reassortments could potentially trigger 

emergence of unusually severe seasonal A(H1N1) epidemics [789]. Several statistically 

significant associations were detected between patient data and the whole genomes that could 

not be identified using solely HA data: more males were associated with group ‘3C2a3’ and 

more samples occurred near the seasonal beginning in group ‘3C2a1a(2)’, which was 

observed for neither the HA nor NA segments, but rather the PB2 and PB1 segments, 

suggesting that the potential value of other segments is undervalued. Other examples include 

more ILI than SARI cases for group ‘3C2a1a’ for the M segment, and more intensive care unit 

(ICU) than non-ICU cases for group ‘3C2a1a’ for the NA segment. Several other host 

characteristic associations with particular segments were observed (Supplementary Table 

S4.4). Additional information on associations of certain groups with host characteristics can be 

potentially useful, for instance, to detect groups more prone to result in severe disease allowing 

implementation of preventive measures. To the best of our knowledge, no other studies have 

explored the relationship between phylogenetic groups and host data for influenza. However, 

it should be noted that this dataset includes a limited number of samples as sequencing all 

samples would still be too expensive. Although all patient and sample information was used in 

the analyses, the samples were selected based on the severity, patient age and sampling date. 

Other patient and sample information was occasionally unknown in addition to an unequal 

distribution for some parameters. Additionally, some phylogenetic groups contained a limited 

number of samples. Consequently, the sample selection was underpowered for some 

parameters, which could be mitigated by a larger sample dataset. 

Our study illustrates that genetic surveillance should gradually shift to WGS for seasonal 

influenza surveillance. WGS enables employment of powerful phylogenomics methods that 
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substantially improve phylogenetic classification, thereby providing more information to 

national influenza prevention and control programmes regarding the timing, impact and 

severity of seasonal epidemics. WGS can also improve vaccine strain selection, which will be 

especially relevant for next-generation vaccines that do not focus solely on the HA segment. 

Bayesian inference using beast, facilitates reassortment detection with both manual inspection 

and computational methods, enabling investigation of intra-subtype reassortment effects on 

public health. Tools optimised for real-time analysis, such as Nextstrain, facilitate contrasting 

seasonal local outbreaks to the globally circulating context and can provide a quick response. 

Lastly, incorporating whole-genome information allows association of phylogenetic groups with 

host characteristics with particular epidemiological value, such as disease severity. Future 

research should consider investigating whether the high diversity within the A(H3N2) influenza 

subtype should be considered by using the phylogenomic groups to study mutations found in 

the genomes. 
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 INTEGRATING PATIENT DATA 

AND MUTATIONS ACROSS THE WHOLE 

INFLUENZA GENOME TO IMPROVE THE 

ASSOCIATION ANALYSIS 

Context of this chapter: 

This chapter illustrates the advantages of using WGS in routine influenza surveillance. 

Using an A(H3N2) influenza dataset of clinical samples, mutations across the whole genome 

were detected. These mutations were linked to the available patient data, which resulted in 

significant associations between some of the identified mutation and disease outcome, 

suggesting a potential relevance for vaccine improvement and influenza patient 

management. Additionally, because of the relatively high diversity within the A(H3N2) 

subtype, a new approach was proposed to classify influenza viruses based on phylogenetic 

classification to stratify the samples and reduce the viral genetic background. 

This chapter was previously published: 

Laura A. E. Van Poelvoorde, Kevin Vanneste, Sigrid C. J. De Keersmaecker, Isabelle 

Thomas, Nina Van Goethem, Steven Van Gucht, Xavier Saelens and Nancy Roosens 

(2022) Whole-Genome Sequence Approach and Phylogenomic Stratification Improve the 

Association Analysis of Mutations with Patient Data in Influenza Surveillance. Frontiers in 

Microbiology. 13. https://doi.org/10.3389/fmicb.2022.809887 
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Abstract: 

Each year, seasonal influenza results in high mortality and morbidity. The current 

classification of circulating influenza viruses is mainly focused on the hemagglutinin gene. 

Whole-genome sequencing (WGS) enables tracking mutations across all influenza 

segments allowing a better understanding of the epidemiological effects of intra- and inter-

seasonal evolutionary dynamics, and exploring potential associations between mutations 

across the viral genome and patient’s clinical data. In this study, mutations were identified 

in 253 Influenza A (H3N2) clinical isolates from the 2016-2017 influenza season in Belgium. 

As a proof of concept, available patient data were integrated with this genomic data, resulting 

in statistically significant associations that could be relevant to improve the vaccine and 

clinical management of infected patients. Several mutations were significantly associated 

with the sampling period. A new approach was proposed for exploring mutational effects in 

highly diverse Influenza A (H3N2) strains through considering the viral genetic background 

by using phylogenetic classification to stratify the samples. This resulted in several mutations 

that were significantly associated with patients suffering from renal insufficiency. This study 

demonstrates the usefulness of using WGS data for tracking mutations across the complete 

genome and linking these to patient data, and illustrates the importance of accounting for 

the viral genetic background in association studies. A limitation of this association study, 

especially when analyzing stratified groups, relates to the number of samples, especially in 

the context of national surveillance of small countries. Therefore, we investigated if 

international databases like GISAID may help to verify whether observed associations in the 

Belgium A (H3N2) samples, could be extrapolated to a global level. This work highlights the 

need to construct international databases with both information of viral genome sequences 

and patient data. 
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5.1. Introduction 

Influenza A virus displays the highest diversity of all influenza viruses and remains a major 

public health threat in developed as well as in developing countries [790]. Although influenza 

infections are mostly mild [757], some population strata are at high risk for developing 

complications [21]. There are currently mainly two influenza A subtypes circulating in humans, 

namely A (H1N1) pdm09 and A (H3N2) [8]. In particular, subtype A (H3N2) has led to 

numerous seasonal epidemics and is considered to evolve faster than other subtypes [753]. 

In recent years, A (H3N2) has shown extensive clade diversity and increased morbidity and 

mortality, especially in the elderly [754]. This rapid evolution is mainly caused by constantly 

occurring mutations and intra-subtype reassortment, resulting in low vaccine effectiveness 

through mismatches between the vaccine strain and circulating influenza strains. 

Currently, the “World Health Organization” (WHO) and “European Centre for Disease 

Prevention and Control” (ECDC) still focus on the genetic surveillance of the HA segment [744]. 

In the context of influenza surveillance and vaccine strain selection different clades and 

subclades within each influenza subtype are defined based on its phylogenetic analysis and 

amino acid differences [743]. However, as next-generation sequencing (NGS) has become 

more widely accessible, whole-genome sequencing (WGS) and obtaining sequences from all 

eight influenza segments simultaneously becomes cost-efficient [791]. WGS data can be used 

for several purposes including to improve the influenza surveillance, when appropriate 

approaches and analysis are applied on a dataset. To illustrate these approaches, we have 

previously sequenced influenza samples collected in the context of the surveillance of the 

2016-2017 influenza season in Belgium. In a first study, this dataset was used to demonstrate 

that using powerful phylogenomic tools such as BEAST and Nextstrain, allows substantially 

improved phylogenetic classification when considering the whole genome rather than solely 

the HA segment [792]. Furthermore, Bayesian inference via BEAST allowed reassortment 

detection by both computational methods and manual inspection. These combined methods 

resulted in an estimated rate of 15% intra-subtype reassortment for A (H3N2) samples from 

the Belgian 2016-2017 outbreak season. Additionally, A (H3N2) reassortants were found to be 

more likely to infect hospitalised patients compared to patients with mild symptoms, which 

would not have been possible without considering the whole genome [792]. In another study, 

we have used genomic data from the hospitalised patients in this dataset in a predictive model 

and assessed the added value of viral genomic data in addition to clinical information [793]. 

The aim of the current study is to evaluate whether whole genome information may also enable 

exploring mutations located on all eight segments. Moreover, by integrating with patient data, 

associations of viral mutations and patients’ characteristics can be detected, including the 

disease severity. In contrast to bacterial infections, clinical studies exploring the link between 
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mutations and the disease severity remain scarce [794]. The pathogenesis of viruses is 

dependent on complex and unpredictable mechanisms, including interactions formed within 

and between the influenza proteins. Consequently, certain mutations cannot be considered 

individually, but should be considered together with mutations present in the entire genome, 

i.e., the genetic background [795] that evolves fast due to the highly error-prone influenza 

replication [795, 796]. It is therefore more appropriate to include virological genetic information 

of all 8 segments and metadata of the host to investigate influenza [797, 798]. Most current 

studies focus on linking mutations to broadly defined patient outcomes related to vaccine 

efficacy or disease severity. However, assessing associations with the sampling period and 

additional patient information such as vaccination status, patient age, existing patient 

comorbidities, sex, and specific severity indicators has, to the best of our knowledge, not yet 

been performed. 

In this study, 253 Influenza A (H3N2) whole genome sequences from the Belgian 

surveillance, for which phylogenetic classification has been previously reported [792], were 

used to explore potential associations between mutations positioned across the whole genome 

and patient characteristics and other metadata. In this analysis, the effect of sampling 

stratification according to the phylogenetic clade was also evaluated to consider potential 

effects related to the highly diverse genetic background of A (H3N2) strains. Additionally, we 

evaluated whether the observed associations with a restricted number of samples at the 

Belgian level correspond to trends observed at an international level, and highlight the 

necessity of constructing a large database containing both viral genome sequences and 

information on patient data. 

5.2. Material and Methods 

5.2.1. Sample Selection, RNA Isolation, PCR Amplification, and WGS 

Two sentinel surveillance systems are in place in Belgium to monitor “influenza-like-

illness” (ILI) in the general practices and “severe-acute-respiratory-infections” (SARI) in the 

hospitals. ILI cases are defined by a sudden onset of symptoms, including fever and respiratory 

and systemic symptoms. A SARI case is defined as an acute respiratory illness with onset 

within the previous 10 days of fever, respiratory symptoms, and the requirement for 

hospitalisation. These surveillance systems are essential for following trends of virus spread 

and changes in circulating influenza viruses. The present study uses 253 samples collected 

during the 2016-2017 influenza season in Belgium from the two surveillance systems, as 

previously described [792]. These include 160 hospitalised SARI patients (mean age = 70 

years) and 93 ILI outpatients (mean age = 39 years). The absence of other respiratory viruses 
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in the sample was confirmed by RT-qPCR-based testing for respiratory syncytial virus A and 

B, parainfluenza viruses, enterovirus D68, rhinoviruses, human metapneumovirus, 

paraechoviruses, bocaviruses, adenovirus, coronaviruses OC43, NL63, 229, and MERS-CoV 

[799, 800]. Samples of ILI outpatients were categorized as mild cases (n = 93). Samples from 

hospitalised SARI patients were categorized as moderate (n = 122) or severe cases (n = 38). 

As the requirement for hospitalisation is part of the SARI case definition, all SARI cases are 

consequently hospitalised patients. However, hospitalisation by itself was not considered as a 

disease severity indicator because patients could have been hospitalised for isolation 

purposes or due to other medical conditions. A severe case was therefore defined within the 

SARI population by the presence of at least one of the following severity indicators: death, stay 

in an intensive care unit (ICU), need for invasive respiratory support or extracorporeal 

membrane oxygenation (ECMO) or acute respiratory distress syndrome (ARDS).  

Table 5.1: Sample numbers per patient data. These statistics were based on a national collection containing 93 

ILI (mild) samples and 160 SARI (moderate=122; severe=38) samples.  

Age (years): <15 15 – 59 ≥60 

Beginning of epidemic (<week 4) 12 17 35 

Peak of epidemic (week 4 - 6) 16 26 86 

End of epidemic (>week 6) 11 16 34 

ILI 93 SARI 160 

Male* 122 Female* 122 

Vaccinated* 52 Not vaccinated* 130 

Antibiotics administered* 100 No antibiotics administered* 126 

Respiratory disease* 50 No respiratory disease* 199 

Cardiac disease* 54 No cardiac disease* 195 

Obesity 20 No obesity 233 

Renal insufficiency 35 No renal insufficiency 218 

Hepatic insufficiency 6 No hepatic insufficiency 247 

Diabetes 27 No Diabetes 226 

Immunodeficiency 23 No immunodeficiency 230 

Neuromuscular disease 21 No neuromuscular disease 232 

Stay in ICU 22 No stay in ICU 231 

Fatal 19 Not fatal 234 

*Samples for which certain patient data was unknown, were excluded for analysing that particular aspect. 

Available patient data are listed in Table 5.1 in conjunction with the number of patients. 

The nucleic acid content of the samples was extracted directly from the clinical specimens and 

subjected to WGS as previously described (Van Poelvoorde et al., 2021). Generated WGS 
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data has been deposited in the NCBI Sequence Read Archive (SRA) [33] under accession 

number PRJNA615341. A central ethical committee and the local ethical committees of each 

participating hospital approved the SARI surveillance protocol (reference AK/12-02-11/4111; 

in 2011: Centre Hospitalier Universitaire St-Pierre, Brussels, Belgium; from 2014 onward: 

Universitair Ziekenhuis Brussel, Brussels, Belgium). Informed verbal consent was obtained 

from all participants or parents/guardians. 

The genome consensus sequences were obtained as previously described [792], and are 

available in the GISAID database as isolates ID EPI_ISL_415199 to EPI_ISL_415452 [39]. 

Identification of genome mutations requires a closely-related reference genome. In this study, 

the whole genome of 2016-2017 A(H3N2) vaccine strain A/HongKong/4801/2014 (GISAID: 

EPI_ISL_198222) was used as a reference. This strain was used as the reference because it 

should be genetically close to the patient samples for that season. The obtained genome 

consensus sequences were aligned using ClustalW in Mega 7.0.18 with default settings. The 

H3 numbering, excluding the signal peptide of 16 amino acids, was used to enumerate 

positions (both amino acid residues and the corresponding nucleotides) in the HA protein 

compared to this reference strain. Samtools depth 1.3.1 [767] was used to extract the coverage 

at each position for each sample from the BAM files. Regions with a sequencing depth lower 

than 100X were discarded. For two samples (A/Belgium/S0978/2017 and 

A/Belgium/S0182/2017), a part of the PB2, PB1, or NP fragment had a coverage lower than 

100X and mutations found in these regions of these samples were consequently not 

considered. Additionally, mutations that occurred in less than 5% or more than 95% of all 

samples were also discarded as these will not contribute to the detection of associations 

between the mutation and the patient data. 

5.2.2. Phylogenomic Analysis and Subsampling by Group 

A Bayesian phylogenetic tree was created as previously described [792]. The protein-

coding sequences of the sequenced samples and references were aligned using MEGA 7.0.18 

[770] using default parameters for ClustalW [771] alignment. Phylogenetic trees for the whole-

genome were created using BEAST v1.10.4 [772]. Classification was performed by 

considering the support of nodes by posterior probability values in relation to specific 

additionally identified substitutions and the reference genomes. Based on the whole-genome 

tree, eleven phylogenetic groups were identified [792]: “Group 3C2a” (n = 4), “Group 3C2a1” 

(n = 26), “Group 3C2a1(2)” (n = 62), “Group 3C2a1a” (n = 25), “Group 3C2a1a (2)” (n = 37), 

“Group 3C2a1b” (n = 20), “Group 3C2a2” (n = 9), “Group 3C2a3” (n = 59), “Group X” (n = 8), 

“WGX” (n = 1) and “WGY” (n = 2) (Figure 5.1). Based on this whole-genome phylogenetic tree, 
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the viral genetic background was taken into account by grouping samples in phylogenetic 

groups since less diversity exists within these groups. The phylogenetic classification groups 

together samples with the same characteristic mutations for that particular phylogenetic group. 

These characteristic mutations make up the viral genetic background. To retain statistical 

power for the number of available samples (because too few samples were available for some 

phylogenetic groups to perform sound statistical inference), individual phylogenetic groups 

were combined based on an objective criterion by considering their sequence identity. The 

terms “clade” and “group” refer specifically to grouped samples using either the WHO/ECDC 

recommendations or our classification method, respectively. The exact sequence identity 

threshold was calculated from the WHO/ECDC clades, which include “Clade 3C2a1” (n = 170), 

“Clade 3C2a2” (n = 9) and “Clade 3C2a3” (n = 59). However, as only nine Belgian samples 

belonged to “Clade 3C2a 2”, these were grouped with “Clade 3C2a1” because the sequence 

identity showed that these ten samples are most similar to samples from “Clade 3C2a1” with 

a minimal sequence identity of 98.81% versus a sequence identity of 98.67% compared to 

“Clade 3C2a3”. The sequence identity between the concatenated genome sequences of all 

samples was calculated using the “Ident and Sim” tool [801]. A percent identity cut-off of 

98.81% was selected for combining phylogenetic groups. This resulted in classifying the 253 

samples into three groups (Figure 5.1). “Phylogenetic Group X” consisted of 190 samples from 

the following individual phylogenetic groups: “Group 3C2a1”, “Group 3C2a1(2)”, “Group 

3C2a1a”, “Group 3C2a1a (2)”, “Group 3C2a1b”, “Group 3C2a2”, “Group X”, “WGX”, and 

“WGY”. The second group of 59 samples all belonged to the phylogenetic group “Group 

3C2a3”. The third group of 4 samples all belonged to the phylogenetic group “Group 3C2a,” 

but were not retained for further analysis due to the limited number of samples. A list of the 

amino acid substitutions that were found in each sample of each respective group is provided 

in Supplementary File S5.1: AA_MUT_Phylo. 

In order to compare results from the Belgian strains with the international context, a local 

Nextstrain instance [256], allowing light-weight phylogenomics, was built using the in-house 

sequenced samples complemented with GISAID sequences. Only samples that included the 

whole genome, patient sex, age information, and that were directly sequenced (i.e., no 

passaging in cells or eggs) were used, resulting in 14,157 samples (Supplementary File S5.2). 

All sequences were aligned with CLC Genomics Workbench 20.0.2 with default parameters 

and untranslated regions were stripped on both sides retaining only the protein-coding parts. 

Aligned segments were concatenated into a single sequence for all samples. Only sequences 

with less than three gaps and/or ‘N’ characters were retained (Supplementary Table S5.1). To 

create the local instance, the same steps were taken as described previously [792]. The 

Belgian samples were previously designated to their phylogenetic groups [792]. Finally, 
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GISAID samples that clustered with these Belgian samples were assigned to the same 

phylogenetic group. 

 

Figure 5.1: Phylogenetic tree based on the whole H3N2 genome. Within the tree, the group labels represent 

the phylogenetic groups that were assigned to their respective samples according to their classification based on 

references (colored names) and the support of nodes by posterior probability values. Posterior probability values 

are indicated on key nodes that separate phylogenetic groups. The size of blue disks on nodes represents the 

posterior probability scaled between 0.5 and 1. The scale bar represents the average number of substitutions per 

site. Samples belonging to ‘Phylogenetic Group X’ are indicated in blue and those belonging to Group 3C2a3 in 

red.  
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5.2.3. Inference of Associations with Patient Data 

Statistical data analyses were performed using R-software (RStudio Version 1.0.153; R 

Version 3.6.1). For the “general approach”, the two-sided Fisher’s exact test was used to 

assess the association between the variables obtained from the clinical patient files and amino 

acid mutations from all samples that were identified in comparison to A/HongKong/4801/2014. 

These variables that were used in the two-sided Fisher’s exact test were obtained from the 

clinical patient files and include patient age (categorized into < 15, 15-59, and ≥ 60), sampling 

date, sex, vaccination status, the use of antibiotics, presence of comorbidities, disease severity 

(classified into mild, moderate, and severe). Disease severity is based on the one hand on the 

surveillance system: ILI (mild) and SARI (moderate + severe); and on the other hand on the 

absence (moderate) or presence (severe) of severity indicators. The distinction between 

moderate and severe among SARI patients is made based on the severity indicators. Disease 

severity indicators (death, stay in the ICU and advanced respiratory support) were also 

considered separately. Multiple testing correction was applied by employing the Benjamini-

Hochberg method [774] and controlling the False Discovery Rate (FDR) at 5%. The variance 

inflation factor (VIF) was used to measure the amount of collinearity between mutations when 

inserted as a set of multiple regression variables. 

Because of the overall high genetic diversity within the sequenced samples [792], the 

importance of the viral genetic background was explored. For this “approach considering the 

viral genetic background”, the same statistical analysis was conducted to detect mutations 

linked to the patient data within the two groups, i.e., the previously described “Phylogenetic 

Group X” and “Group 3C2a3.” For statistically significant associations identified during the 

univariate analysis, generalized linear regression with a binomial family distribution was used 

to identify confounding mutations and evaluate the effect modification. Confounding factors 

were identified by adding potential risk factors (other patient data) to the model. The effect 

modification was evaluated by adding interaction terms to the model. Additionally, the effect 

size was defined as an odds ratio as estimated by using a logistic regression analysis for the 

association in question. 

The GISAID database contains information on patient sex and age, and sampling date. 

Strains from the WHO-defined clade “3C3a” were excluded from this analysis based on the 

custom-built Nextstrain instance of 10,583 samples because these strains were genetically too 

distant from the Belgian sequenced samples (Supplementary Figure S5.1 and Supplementary 

File S5.1: GISAID_Samples). These samples were used for the general approach as well as 

for the approach considering the viral background, which resulted in 8,796 samples belonging 

to “Phylogenetic Group X” and 831 samples belonging to “Group 3C2a3”. Samples collected 
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between April 2016 and September 2017 were attributed to three “period groups” and these 

period groups each included samples from both the Northern and Southern hemispheres. The 

first period comprised the end of the 2015-2016 Northern hemisphere influenza season in April 

2016 until week 45 of 2016 (453 samples). The second period comprised samples until week 

16 of 2017, when less than 10% of lab tests were positive for influenza in Europe according to 

ECDC [802] (2,517 samples). The third period comprised samples until the end of September 

2017 (723 samples). The first and third periods were predominated by samples from the 

Southern hemisphere, while the second period was predominated by samples from the 

Northern hemisphere, corresponding with their respective flu seasons. Because the number 

of genome sequences per period group varied, permutation analyses were performed to 

correct for sample size. In total, 1,000 subsets of 430 genome sequences were randomly 

selected for every period group by sampling with replacement (Figure 5.1 and Supplementary 

Figure S5.3) using a sample size of 95% of the smallest group. It was then assessed if the 

same significantly associated trends could be distinguished compared to the trends observed 

within the Belgian samples by performing a two-sided permutation test at a significance level 

of 0.05. 

Finally, it was evaluated whether the mortality was significantly higher within the group of 

patients suffering from renal insufficiency using a Chi-square Goodness of Fit Test. All analysis 

scripts and results are provided in Supplementary File S5.3. Input files and detailed results are 

provided in Supplementary File S5.1. 

5.3. Results 

5.3.1. Significant Associations Between Viral Mutations and Patient 

Data 

The aim was to identify potential associations between specific amino acid mutations in 

the influenza genome and available patient data in a cohort of 253 influenza patients (Table 

5.1). Table 5.2 lists an overview of the identified statistically significant associations and 

previously described effects of these mutations reported in literature. Significant associations 

were detected between specific mutations and the sampling period, and the patient sex 

(Supplementary File S5.1: AAMut Fisher + FDR). Nine mutations were linked to their sampling 

period and their presence in the circulating strains significantly varied (two-sided Fisher’s exact 

test with FDR correction of 5%) during the season with an effect size ranging from 1.1 to 11.1 

(Figure 5.2). The mutations PB2-V255I (adjusted P = 0.05), HA-S144K (adjusted P = 0.05), NA-

G93D (adjusted P = 0.05), NA-P468L (adjusted P = 0.05), NS1-S99T (adjusted P = 0.05), and 

NS1-L146S (adjusted P = 0.05) emerged over time, whereas the mutations PB1-G216S 
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(adjusted P = 0.05), PB1-I517V (adjusted P = 0.05), and NA-P468H (adjusted P = 0.05) 

decreased. At position 468 in the NA segment, the mutations NA-P468L and NA-P468H 

emerged and decreased, respectively, throughout the season. The VIF-analysis demonstrated 

that viruses containing the PB1-G216S mutation, often co-occurred with the PB1-I517V 

mutation. These mutations were most often observed in “Group 3C2a1a(2)” (Supplementary 

Figure S5.4). Additionally, samples containing the PB2-V255I mutation often possessed the 

other emerging mutations (HA-S144K, NA-G93D, NA-P468L, NS1-S99T, and NS1-L146S). 

These mutations were most often observed in “Group 3C2a3” (Supplementary Figure S5.3). 

For these associations, particular confounding factors existed, i.e., other variables influencing 

the correlation between the mutation and the patient data, that could not be excluded. These 

factors included vaccination status, antibiotics use, surveillance system, and/or stay in the ICU 

(Supplementary File S5.1: Effect Size). Ten mutations were observed to be significantly more 

present in either male or female patients (Supplementary Figure S5.2) (detailed results in 

Supplementary File S5.1: AAMut Fisher + FDR). 

Table 5.2: Statically significant associations found between patient data and amino acid mutations in the 

whole genome. Functional sites and properties of amino acid changes are also presented. Volume categories for 

size are divided in “very small” [60-90 A³], “small” [108-117 A³], “medium” [138-154 A³], “large” [162-174 A³] and 

“very large” [189-228 A³]. Finally, the description of the mutation was included if available in the literature. All five 

mutations related to renal insufficiency when considering the viral genetic background were found within 

“Phylogenetic Group X”. “Phylogenetic Group X” includes “Group 3C2a1”, “Group 3C2a1(2)”, “Group 3C2a1a”, 

“Group 3C2a1a (2)”, “Group 3C2a1b”, “Group 3C2a2”, “Group X”, “WGX” and “WGY”. 

AA substitution Functional site Amino acid properties Previous descriptions Citations 

General approach 
Sampling period 

PB2-V255I 
NP binding site 
[803] 

Size 

Medium  Large 

- Association between this mutation and 
patients that were not vaccinated.  

[754] 

- No association with a significant change in 
pathogenicity in A(H1N1) and A(H3N2).  

[804, 805] 

- Increase in pathogenicity due to this 
mutation in combination with seven other 
residues (H15R, N23S, T27I, K53R, L58S, 
R75H, H75L) in A(H1N1)  

[806]. 

HA-S144K 

Receptor-Binding 
domain [807] 

 

Epitope region A 
[808] 

Charge 

Neutral  Basic 

 

Size 

Very small  Large 

- Association between this mutation and 
patients that were not vaccinated. 

[754] 

- Link with low vaccine effectiveness. [809] 
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NA-G93D 

Head: Enzyme 
active site and 
calcium binding 
domain, which 
stabilises the 
enzyme structure at 
low pH values [810–
815] 

Polarity 

Non-polar  Polar 

 

Charge 

Neutral  Acidic 

 

Size 

Very small  Small 

- Association between this mutation and 
patients that were not vaccinated.  

[754] 

NA-P468L 

Head: Enzyme 
active site and 
calcium binding 
domain, which 
stabilises the 
enzyme structure at 
low pH values [810–
815] 

Size 

Small  Large 
- No studies were found.  

NS1-S99T Effector domain [67] 
Size 

Very small  Small 

- Association between this mutation and 
patients that were not vaccinated. 

[754] 

NS1-L146S 
Nuclear export 
signal [67] 

Polarity 

Non-polar  Polar 

 

Hydropathy 

Hydrophobic  
Hydrophilic 

 

Size 

Large  Very small 

- Association between this mutation and 
patients that were not vaccinated.  

[754] 

PB1-G216S 
Nuclear Localization 
Signal [816] 

Polarity 

Non-polar  Polar 

- A(H1N1) viruses with PB1-216G have an 
increased adaptability and enhancement of 
viral epidemiological fitness, probably due 
to a low-fidelity replicase. PB1-216S 
viruses showed a higher pathogenicity in 
mice in comparison to PB1-216G viruses 
and PB1-216S viruses had a lower 
mutation potential. 

 

PB1-I517V Not described 
Size 

Large  Medium 

- This position in the H3N8 virus was 
identified as undergoing changes due to 
selective pressure during host shifts from 
birds to humans.  

- This mutation in a A(H1N1)pdm09 viral 
background was discovered in a highly 
complementary region between PB1 and 
HA and leads to an enhancement of the 
complementarity and consequently better 
binding.  

- In the mammalian host due to a more 
restricted conformation, this apparent 
neutral mutation is located near conserved 
motifs that are responsible for protein 
folding and this effect suggests that the 
mutation leads to a better compatibility with 
H1 in the human host [853](Nilsson, 2017). 

[817, 818] 
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NA-P468H 

Head: Enzyme 
active site and 
calcium binding 
domain, which 
stabilises the 
enzyme structure at 
low pH values [810–
815] 

Polarity 

Non-polar  Polar 

 

Charge 

Neutral  Positive 

 

Hydropathy 

Hydrophobic  
Hydrophilic 

 

Size 

Small  Medium 

- Association between this mutation and 
patients that were vaccinated.  

[754] 

- It was demonstrated that P468H has 
become fixed in A(H3N2) viruses 
circulating since 2016. This mutation 
contributed to NA antigenic drift in relation 
to the vaccine strain Hong 
Kong/4801/2014. There is further research 
needed to understand the role of the 
mutation, because residue 468 is not 
essential for binding antibodies. 

[819] 

Approach considering THE VIRAL BACKGROUND 

Renal Insufficiency 

PB2-R299K Not described Not applicable 

- It was demonstrated in A(H1N1)pdm09-
infected mice that K299 is conserved, 
which raises the possibility that it plays 
some role in the adaptation to the 
mammalian host and might also link to the 
heterogeneity in A(H1N1)pdm09. 

[820] 

- It has been observed that eleven amino 
acid mutations, including PB2-R299K, in 
A(H3N2) occurred between the influenza 
virus strains in the 2016-2017 winter 
season and 2017 summer season. These 
mutations were correlated to temperature 
sensitivity and viral replication, because 
the 2016-2017 winter season viruses 
were significantly restricted at 39°C. 
Although this mutation was identified, it 
had little influence on the polymerase 
activity at different temperatures. 

[821] 

PB2-K340R 
Cap binding [822, 
823] 

Conservative 

- PB2-K340R was introduced in a PR8-
derived recombinant virus A(H1N1) and 
there was no significant increase in 
polymerase activity. 

[824] 

- It has been observed that eleven amino 
acid mutations, including PB2-K340R, in 
A(H3N2) occurred between the influenza 
virus strains in the 2016-2017 winter 
season and 2017 summer season. These 
mutations were correlated to temperature 
sensitivity and viral replication, because 
the 2016-2017 winter season viruses 
were significantly restricted at 39°C. 
Although this mutation was identified, it 
had little influence on the polymerase 
activity at different temperatures. 

[821] 

HA-K92R 
Epitope Region E 
[825] 

Conservative 
- This mutation was confirmed in this study 

as specific for the HA cluster 3C2a1b. 
[769] 

HA-H311Q 
Epitope region C 
[826] 

Charge 

Positive  Neutral 

- This mutation was confirmed in this study 
as specific for the HA cluster 3C2a1b. 

[769] 

NP-V197I 
Cytotoxic T 
lymphocyte (CTL) 
epitopes [827] 

Size 

Medium  Large 

- This mutation in a A(H3N2) virus is 
located in known virus CTL epitopes and 
they may confer a higher efficiency of 
escape from CTL-mediated immune 
responses. 

[827] 
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Figure 5.2: Comparison of the Belgian influenza samples with samples from the GISAID database for mutations that were 

considered significantly related to the sampling period. The distribution of samples in the groups “Group 3C 2a 3” and 

“Phylogenetic Group X” is provided for the significant results after running the Fisher’s exact test with FDR correction when the 

viral genetic background is not taken into account. “Phylogenetic Group X” includes “Group 3C2a1”, “Group 3C2a1(2)”, “Group 

3C2a1a”, “Group 3C2a1a (2)”, “Group 3C2a1b”, “Group 3C2a2”, “Group X”, “WGX” and “WGY”. In the graphs representing the 

situation in Belgium, above the bars the number of samples that had this mutation are indicated. In the graphs representing the 

samples from GISAID, the number of samples that possessed this mutation are indicated below the chart. The magnitude of the 

significant association is defined by the effect size (ES) and its confidence interval. The resulting p-value of the Fisher’s exact test 

with FDR correction for the samples from the Belgian dataset is indicated above bar charts for which significant associations were 

found. The p-values of the permutation tests performed for the GISAID samples are indicated above the boxplots.  
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5.3.2. Significant Associations Between Mutations and Patient Data 

When Samples Are Stratified According to the Phylogenetic Clade 

It was previously shown that similar mutations can affect viral genes in different and 

sometimes even contradictory ways [828, 829]. These variations can possibly be attributed to 

potential effects related to the highly diverse genetic background of the A (H3N2) subtype 

[796]. The viral background was taken into account while using phylogenetic classification 

based on a whole-genome tree [792]. The 253 samples were classified into three groups 

(Figure 5.1). “Phylogenetic Group X” (n = 190), “Group 3C2a3” (n = 59) and “Group 3C2a” (n 

= 4), but the latter was not retained for further analysis due to the limited number of samples. 

We compared the previously found associations using the general approach in this study 

(5.3.1) within “Phylogenetic Group X” and “Group 3C2a3” separately, by taking the viral genetic 

background in account based on the phylogenetic groups. 

Associations between the previously identified mutations and the sampling period (Figure 

5.2), that were significant using the general approach (5.3.1), presented similar trends but were 

no longer statistically significant. For the mutations found to be significantly more present in 

male or female patients, the same trends were not observed within the groups when the viral 

genetic background was considered (Supplementary Figure S5.2). Importantly, unequal 

distribution between male and female patients was observed [792] as each of these mutations 

was observed almost exclusively in either “Phylogenetic Group X” (Female = 102; Male = 81) 

or “Group 3C2a3” (Female = 18; Male = 40). Additionally, five mutations within “Phylogenetic 

Group X” were significantly associated with renal insufficiency (Supplementary File S5.1: 

AAMut Fisher + FDR (PHYLOX)) (two-sided Fisher’s exact test with FDR correction of 5%). 

Table 5.2 presents an overview of these mutations and their previously described effects in 

the literature. PB2-R299K (adjusted P = 0.03), was significantly more present in samples from 

patients without renal insufficiency. PB2-K340R (adjusted P = 0.03), HA-K92R (adjusted P = 

0.03), HA-H311Q (adjusted P = 0.03), and NP-V197I (adjusted P = 0.03), were significantly 

more detected in patients suffering from renal insufficiency (Figure 5.3). The VIF-analysis 

demonstrated samples containing the PB2-K340R mutation, often co-occurred with the HA-

K92R, HA-H311Q, and NP-V197I mutations. Most of these mutations are observed within 

“Group 3C2a1b” (Supplementary Figure S5.6 and Supplementary File S5.1: Mutations per 

group). To demonstrate the limited effect of reassortment on the associations with renal 

insufficiency, the same analysis, namely a two-sided Fisher’s exact test with FDR correction 

(5%), was performed for each segment tree. In most cases, the associations related to the 

renal insufficiency remained significant, suggesting that these associations were not related to 

reassortment (Supplementary File S5.1: Segment Renal). 
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Figure 5.3: Statically significant results using the Fisher’s exact test with FDR correction for the association 

between renal insufficiency and amino acid mutations in the whole genome from all of the samples and 

“Phylogenetic Group X” and “Group 3C2a3”. “Phylogenetic Group X” includes “Group 3C2a1”, “Group 

3C2a1(2)”, “Group 3C2a1a”, “Group 3C2a1a (2)”, “Group 3C2a1b”, “Group 3C2a2”, “Group X”, “WGX” and “WGY”. 

The bar graphs represent the percentage of samples per variable of the patient data that have the mutation. On top 

of the bars the number of samples that had this mutation are indicated. The magnitude of the significant association 

is defined by the effect size (ES) and its confidence interval. The resulting p-value of the Fisher’s exact test with 

FDR correction is indicated above bar charts for which significant associations were found. 
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Although the exact stage of chronic renal insufficiency was not specified in our dataset 

and most patients suffered from other chronic diseases and/or were elderly, seven out of 35 

patients with this condition did not survive, which is significantly more than in the total dataset 

(Chi-square Goodness of Fit Test, p = 0.005). For more detailed results, see the 

Supplementary File S5.1. 

5.3.3. Evaluation of Significantly Associated Mutations From the 

Belgian Samples in an International Context 

To evaluate significant associations observed in the Belgian dataset in a more global 

context, the Belgian samples were supplemented with samples from the same subtype for 

which patient information was available in the GISAID database (patient age, sex, and 

sampling date). The significant associations observed in the Belgian study were compared to 

the results in the GISAID database for both the general approach and the one considering the 

viral genetic background. Although some bias may be introduced by (i) a different selection 

criterion to choose the isolates to sequence by the different laboratories; (ii) different sampling 

population (patient) sizes, our observations are the following: 

Regarding the sampling date (Figure 5.2), all of the mutations related to the sampling 

period, except for NA-P468H, showed the same significantly associated trend over time as 

observed in the Belgian study. Additionally, the observed trends when considering the viral 

genetic background were significant in contrast to the Belgian samples, probably due to the 

increase in sample size. It is therefore possible to partially extrapolate the results of the Belgian 

study to a global level. 

Regarding patient sex, the samples from the GISAID database did not follow the same 

trends as the Belgian influenza samples for both the general approach and the one considering 

the viral genetic background (Supplementary Figure S5.2). It should be noted that in contrast 

to the Belgian influenza samples, the number of male and female patients extracted from the 

GISAID database, was more equally distributed across the groups, namely “Phylogenetic 

Group X” (Male = 4156; Female = 4639) or “Group 3C2a3” (Male = 431; Female = 397). 

5.4. Discussion 

Influenza surveillance is the basis for determining the seasonal influenza vaccine 

composition. Current conventional influenza vaccines are still largely based on technology 

from the 1940s relying on the replication of influenza in embryonated eggs and focuses on the 

HA segment [830]. However, next-generation vaccines also focus on other parts of the 

genome, consequently to track mutations across the whole genome becomes important for 
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such vaccine candidates. Moreover, WGS enables the detection of mutations across all eight 

segments of the influenza genome, allowing the evaluation of associations between the patient 

data and mutations located on the whole viral genome instead of solely the HA segment. It is 

important for the influenza surveillance to provide information to national influenza prevention 

and control programs about the severity, impact, and timing of seasonal epidemics. 

In this study, mutations were identified using WGS data of influenza A (H3N2) samples 

collected in the context of the influenza surveillance in Belgium. They were used in order to 

explore potential associations between mutations positioned across the whole genome and 

patient characteristics as well as other metadata. Due to the limited number of samples, that 

is often the case for national surveillance, it was verified, when it was possible, whether the 

observations at the Belgian level correspond to trends at an international level using the 

GISAID database. For example, significant increase or decrease over the sampling periods 

was observed for nine mutations located across the A(H3N2) genome during the Belgian 2016-

2017 influenza season. Comparison with the GISAID database showed the same significantly 

associated trends worldwide for these mutations, except for NA-P468H. These mutations can 

probably be attributed to the fast evolutionary dynamics of influenza A (H3N2) [757]. 

Throughout the outbreak season, it is relevant to follow trends of emerging and disappearing 

mutations over the whole genome with respect to the vaccine strain, as these mutations may 

lead to antigenic drift from the vaccine strain. Currently, only the HA and NA segments are 

updated in the vaccine, the HA and NA mutations and their evolution over time should therefore 

be considered for the vaccine composition for the next influenza season. The vaccine strain of 

the 2017-2018 influenza season, which is also A/Hong Kong/4801/2014 [831], and subsequent 

years did not take these into account, which can be a partial explanation for the observed low 

vaccine efficacy in that season. The importance of following the emergence or decrease of 

mutations with respect to selecting the appropriate vaccine strain can be illustrated by the HA-

S144K mutation, which significantly increased during the Belgian 2016-2017 influenza season. 

HA-S144K together with HA-N121K and HA-T135K were previously associated with outbreaks 

in the Northern hemisphere and suboptimal vaccine effectiveness [809, 832–836]. Noteworthy, 

although not significant (potentially due to the limited number of samples), HA-N121K and HA-

T135K also increased during the influenza season in the Belgian surveillance (results not 

shown). 

The substantial diversity observed within the patient derived A(H3N2) isolates during the 

Belgian 2016-2017 season [792] offered the opportunity to explore whether considering the 

viral genetic background by stratifying the samples according the phylogeny has an effect on 

the detection of new associations. Importantly, when stratifying the sample according the 

phylogeny, we discovered associations between the occurrence of certain mutations in the A 
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(H3N2) viruses and patient data. In our Belgian study, in particular associations related to renal 

insufficiency were detected after genetic stratification. In addition to severity indicators, it could 

be relevant for patient management to explore associations with comorbidities, including renal 

insufficiency. Influenza contributes to higher mortality in patients suffering from End-Stage 

Renal Disease, which is the last stage of chronic renal insufficiency or chronic kidney disease 

[837]. Patients with chronic renal insufficiency also often suffer from other diagnosed or 

undiagnosed risk factors possibly resulting in a poor outcome when infected with the influenza 

virus [838–840]. Four and one mutation(s) were detected to be significantly more likely to be 

present and absent in patients suffering from renal insufficiency, respectively, both within 

“Phylogenetic Group X”. It could be speculated that these mutations associated with renal 

insufficiency could be the result of a weakened immune system. To support this finding, it 

should be emphasized that the nasopharyngeal swabs that were obtained from the 35 patients 

with renal insufficiency were taken in hospitals across Belgium, and were not restricted to one 

of the sampling periods that were defined in this study (beginning of the influenza season, 

peak of the influenza season and end of the influenza season), and no evidence of 

epidemiological linkage could be found (Supplementary File S5.1: Metadata). 

However, we cannot exclude other confounding factors that lead to these associations. 

Except for the vaccination status, if available, the immune status of the patient was not included 

in the analysis as this information was not available. These associations related to renal 

insufficiency could unfortunately not be confirmed with a larger number of samples from the 

GISAID database because this database does not contain this type of patient information. 

Regarding the results of this proof of concept study, it is important that the occurrence of these 

mutations be examined in the following years from the surveillance system in Belgium and 

other countries to learn if these associations can be confirmed. 

A collection containing a small number of samples like in this study has limitations. 

Stratification according to the phylogeny has the inconvenience to further reduce this number. 

Indeed, on the one hand the significance of some associations obtained within the larger group 

may disappear due to a lack of power for the statistical analysis. On the other hand, the small 

number of samples and the multivariable analysis may introduce bias leading to a “false” 

association. Therefore, it is advised to have a confirmation with a larger dataset if possible. In 

this study, this was illustrated by the fact that the significant associations related to the 

sampling period, observed without stratification, was following the same trends but did not 

result in significant associations anymore when considering the viral background. This is 

probably due to the limited number of samples, which was confirmed using a larger dataset of 

GISAID while considering the viral genetic background. Using the GISAID dataset, the 

associations regarding the sampling period became significant for the same groups and trends. 
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Another limitation was related to the ten mutations identified to be significantly related to 

the sex of the patient with the general approach. However, this trend was not confirmed when 

using the GISAID database. In fact, conflicting results (opposite trends) were observed in 

comparison to the general approach for the mutations related to sex when the viral genetic 

background was considered. These results considering the viral genetic background could also 

not be confirmed using the sequences from the GISAID database for both the general 

approach and the approach taking into consideration the viral genetic background. A probable 

cause of this inconsistency between the general approach, the approach considering the viral 

genetic background and the GISAID database could be the unequal distribution of male and 

female patients in the Belgian dataset over the different phylogenetic groups causing a gender 

sampling bias. In Supplementary Figure S5.2, the unequal distribution is explained more in 

detail. In this study, the number of samples was limited to 253 samples due to the current 

infrastructure and cost of sequencing. 

This proof of concept study highlights the power that WGS sequencing of influenza may 

offer especially when using a stratification taking into account the viral genetic background. It 

shows also the limitation of analysing a small number of samples. However, such size is a 

reality for several countries as it is already challenging to acquire the necessary funds to simply 

switch from Sanger sequencing the HA and NA segments to WGS in routine surveillance. 

Therefore, it would be of great benefit to perform such type of analysis at a European or 

international level using more samples to reduce the effect of sampling bias and to have more 

statistical power to find other associations. 

The analysis of the GISAID database in this study has demonstrated that using a larger 

dataset could help to confirm the trends observed with a relatively limited number of samples 

within countries like Belgium. Also, when using genomic data, large sample sizes are needed 

because many mutations were included in the analysis, leading to a reduction of the statistical 

power due to multiple testing correction. This may be particularly crucial when using the 

approach taking into account the viral genetic background and working with smaller groups. In 

this context, a large database available to the scientific community containing genomic data 

with a larger set of patient data is important to be constructed. This is currently only in place to 

a limited extent. The WHO maintains a list of mutations linked to resistance of neuraminidase 

inhibitors [841]. FluSurver is an application utilizing an in-house database of curated literature 

annotations for mutational effects associated with antibody escape, antigenic drift, host 

receptor specificity, and drug resistance. Broadening the scope of such resources could allow 

exploring associations between particular mutations and (other) phenotypic effects and patient 

data [842]. GISAID maintains sequence data worldwide and could be useful to investigate if 

the effects of particular mutations have also been observed in other genome sequences 
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sampled at other geographical locations and during other influenza seasons. However, 

available patient information in GISAID is currently mostly limited to the age and sex of the 

patient and the sampling date [752, 843]. In addition, the GISAID licenses should be less 

restrictive, allowing their data to be used more easily. The construction and the use of a 

database with a large dataset coming from samples selected and sequenced by different 

laboratories and different countries is also challenging. Indeed, this implies the need for having 

a common, standardised approach to collect and manage data within different laboratories or 

at least to provide a detailed description of the methodology used to collect the sample and 

the patient data in order to avoid potential bias which could result in erroneous conclusions. 

For example, although SARS-CoV-2 was the most sequenced virus, due to the lack of 

harmonisation between countries it remains difficult to draw conclusions whether certain 

SARS-CoV-2 mutations are related to disease severity, vaccination or other patient data 

mutations related to the season. Calling for a new approach to data management could enable 

faster solutions and improve the worldwide response of the scientific community resulting in a 

better surveillance. 

In conclusion, the results of this study, identifying associations between the patient data 

and viral mutations that were not only present in the HA segment, highlight the importance of 

tracking mutations across the entire influenza genome. Furthermore, this study is used as a 

proof of concept to demonstrate how to work with real-world data coming from National 

Reference Centers when WGS is implemented in routine surveillance. In addition to disease 

severity and vaccination status, other patient data was included in this study such as age, 

severity indicators (stay in the ICU, death, need for invasive respiratory support, ARDS and 

ECMO), comorbidities (renal insufficiency, cardiac, neuromuscular and respiratory diseases, 

hepatic insufficiency, diabetes, and, immunodeficiency) and sampling date. This study 

detected associations between particular mutations and the sampling period that can be 

important to take into account for vaccine strain selection and clinical management of infected 

patients. Moreover, this study investigated the possible effect of the viral genetic background 

on the association between mutations and patient data and proposed a new approach based 

on stratification using phylogenetic groups. Using this approach, five additional mutations 

significantly associated with renal insufficiency were detected, indicating the potential or even 

necessity to take the viral genetic background of the virus into account by considering its 

phylogeny. Therefore, the viral genetic background could play an important role in inferring 

associations between genomic and patient data. 
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 GENERAL APPROACH TO 

IDENTIFY LOW-FREQUENCY VARIANTS 

WITHIN ROUTINE INFLUENZA 

SURVEILLANCE 

Context of this chapter: 

An advantage of using WGS in routine surveillance is the opportunity to sequence a patient-

derived virus population at sufficient depths to identify low-frequency variants (LFV) present in a 

quasispecies. The current focus of routine surveillance on mutations in the consensus genome 

may not always provide sufficient information to investigate transmission, pathogenicity, virus 

evolution, drug and vaccine resistant strains, and could benefit from approaches that also 

consider intra-host genetic diversity. However, many challenges remain for the reliable detection 

of low-frequency variants, mainly due to experimental errors introduced during sample 

preparation and sequencing. In this chapter, we propose a generally applicable approach to 

identify low-frequency variants that remains feasible in routine surveillance while ensuring high-

quality results by limiting false positive observations. This approach was applied on the same 

(H3N2) influenza dataset of clinical samples as used in Chapter 4 and 5 to explore the intra-host 

genetic diversity. Finally, as a proof of concept, the potential clinical relevance of considering 

low-frequency variants in routine influenza monitoring was evaluated by assessing associations 

between patient data and intra-host influenza A virus sequence diversity. 
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Abstract: 

Influenza viruses exhibit considerable diversity between hosts. Additionally, different 

quasispecies can be found within the same host. High-throughput sequencing technologies 

can be used to sequence a patient-derived virus population at sufficient depths to identify 

low-frequency variants (LFV) present in a quasispecies, but many challenges remain for 

reliable LFV detection because of experimental errors introduced during sample preparation 

and sequencing. High genomic copy numbers and extensive sequencing depths are 

required to differentiate false positive from real LFV, especially at low allelic frequencies 

(AFs). This study proposes a general approach for identifying LFV in patient-derived 

samples obtained during routine surveillance. Firstly, validated thresholds were determined 

for LFV detection, whilst balancing both the cost and feasibility of reliable LFV detection in 

clinical samples. Using a genetically well-defined population of influenza A viruses, 

thresholds of at least 104 genomes per microliter and AF of ≥5 % were established as 

detection limits. Secondly, a subset of 59 retained influenza A(H3N2) samples from the 

2016-2017 Belgian influenza season was composed. Thirdly, as a proof of concept for the 

added value of LFV for routine influenza monitoring, potential associations between patient 

data and whole genome sequencing data were investigated. A significant association was 

found between a high prevalence of LFV and disease severity. This study provides a general 

methodology for influenza LFV detection, which can also be adopted by other national 

influenza reference centres and for other viruses such as SARS-CoV-2. Additionally, this 

https://doi.org/10.1099/mgen.0.000867
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study suggests that the current relevance of LFV for routine influenza surveillance 

programmes might be undervalued. 

6.1. Introduction 

Influenza is a very contagious respiratory tract infection in humans, mainly caused by the 

Influenza A and B virus. Both the Influenza A and B genomes consist of eight segments, 

including the hemagglutinin (HA) and neuraminidase (NA) segments. Due to their location on 

the viral envelope, the proteins encoded by the HA and NA segments represent key viral 

antigens and are the principal targets of the humoral immune response of the host [739–741]. 

A(H1N1) and A(H3N2) are the two principal Influenza A subtypes that circulate in humans [8].  

Influenza viruses have a low-fidelity RNA polymerase that lacks proof-reading 

functionality. This results in a relatively high mutation rate during viral replication [116]. 

Replicating influenza within a host does therefore not give rise to genetically identical progeny 

viruses but rather to ‘quasispecies’, i.e. closely-related viruses that differ by at least one 

nucleotide from each other. Viral quasispecies are defined as a population of closely-related, 

non-identical viral genomes in a dynamic host environment that is continuously subjected to 

competition and selection [137, 844, 845]. Although considerable risk exists for producing 

defective progeny viruses due to the low-fidelity RNA polymerase, this also provides a major 

opportunity for the virus to rapidly evolve and escape from neutralising antibodies [846], 

antiviral drugs [847] and cytotoxic T-cells [848]. 

The availability and cost-effectiveness of high-throughput sequencing (HTS) technologies 

have led to their increased use in routine influenza surveillance [749]. HTS allows to determine 

the sequences of all eight influenza virus segments simultaneously, which offers the 

opportunity to better understand between- and within-host genetic diversity [791]. Genetic 

surveillance of influenza virus in biological samples is currently focused on monitoring 

mutations that are linked to antiviral resistance [849, 850], and antigenic mutations that are 

relevant for selecting vaccine strains [851]. Studies examining influenza pathogenesis should 

consequently consider virological and immunological parameters associated to severity as a 

whole [754]. When investigating virus evolution, transmission, drug and vaccine resistant 

strains, and pathogenicity, it may not always be sufficient to only examine the consensus 

genome sequence. Therefore, the current focus is shifting to also include quasispecies while 

studying genetic diversity [852, 853]. During infection, a particular variant within a quasispecies 

can by chance obtain a competitive advantage over other variants [854]. This can result in 

positive selection, and thus an increased frequency of such a variant over time within the 

patient [855]. However, the spread to other hosts is limited to a small fraction of the 
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quasispecies population and even fewer become fixed in the global viral population [845, 856]. 

Positive selection of specific quasispecies in hosts has thus far only been observed during 

long-term infection of immunocompromised patients [857] and in extreme cases of drug 

resistance [735, 858, 859] for the HA and NA genes.  

Several recent studies have successfully identified genetic variation in viral quasispecies 

during clinical influenza infections using deep sequencing with HTS [663, 857, 860–862]. Deep 

sequencing allows higher genome coverages, and consequently more reliable estimation of 

the diversity within the quasispecies population present at very low abundances [710]. Apart 

from the increased experimental costs associated with the use of HTS, many challenges 

remain to detect low-frequency variants (LFV, i.e. defined as nucleotides differing from the 

consensus sequence at low allelic frequency at a specific genomic position), including high-

quality sequencing reads to ensure that insertions and deletions (indels), and single nucleotide 

variants (SNVs), can be called confidently. Current variant-calling algorithms for identifying 

LFV are based on read quality, mapping quality, strand bias, base quality and sequence 

context [663]. Variants are typically accepted only when their allelic frequency (AF) exceeds 

the expected sequencing error rate. Several variant-calling methods have been used in 

multiple HTS-based studies of viral diversity [754, 858, 863]. However, these methods have 

not always been benchmarked against predefined viral populations, rendering their accuracy 

for detecting LFV largely unknown. Moreover, not only the bioinformatics approach but also 

the laboratory process can influence LFV detection. Experimental errors can be introduced 

during sample preparation, including reverse transcription and PCR amplification, and during 

sequencing itself [864]. The genome copy number and viral load of samples in particular affect 

the specificity and sensitivity of variant detection substantially, resulting in more false positive 

(FP) variant detections for samples with a low concentration due to propagating PCR-

amplification errors [663]. 

In this study, we first established an approach for the quantification of low-frequency 

variants within influenza samples by using a genetically well-defined population of Influenza A 

viruses. Thresholds for LFV detection based on HTS with the Illumina technology were 

validated whilst ensuring that this approach remains powerful enough but also economically 

feasible in routine surveillance. Secondly, this approach was used to evaluate the prevalence 

of LFV of influenza A(H3N2) viruses recovered from the Belgian national influenza surveillance 

network during the 2016-2017 season, demonstrating that several LFV were identified in 

clinical samples. Finally, potential associations between within-host diversity and patient data 

were investigated as a proof of concept for the potential relevance of LFV in routine influenza 

monitoring. 
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6.2. Methods 

6.2.1. Viruses and cells 

A reverse genetics system of Influenza A/Bretagne/7608/2009 (A(H1N1)pdm09) and 

Influenza A/Centre/1003/2012 (A(H3N2)) in a bi-directional pRF483 plasmid were provided by 

Institute Pasteur Paris, France. Influenza viruses with a point mutation in the NA segments 

were obtained by reverse genetics using the QuikChange II Site-Directed Mutagenesis Kit 

(Agilent Technologies) and GeneJET Plasmid Miniprep Kit (Thermo Fischer) according to the 

manufacturer’s instructions. For A/Bretagne/7608/2009, the NA-H275Y mutation (CAC  TAT) 

was introduced (consisting out of two nucleotide mutations). For A/Centre/1003/2012, NA-

E119V (GAA  GTA) was introduced (consisting of one nucleotide mutation). The NA-

plasmids were verified using Sanger sequencing on an Applied Biosystems Genetic Analyzer 

3500 using the Big Dye Terminator Kit v3.1 following the manufacturer’s instructions using 

primers described in Supplementary Table S6.1. 

A co-culture of Madin-Darby canine kidney (MDCK) cells and 293T cells was maintained 

in Dulbecco's modified Eagle medium (DMEM) (Gibco) and 1 % Penicillin Streptomycin 

(Gibco). The cells were transfected using FuGene HD Transfection Reagent (Promega) and 

Opti-MEM (Gibco). The viruses were rescued from transfected cells using an 8-plasmid 

reverse genetic system containing each a genomic segment. Afterwards these viruses were 

amplified by two cell passages.  

6.2.2. Patient samples 

Patient-derived samples were collected from the two main surveillance systems in 

Belgium, ‘influenza-like-illness’ (ILI) and ‘severe-acute-respiratory-infection’ (SARI). ILI cases 

are defined by a sudden onset of symptoms, including respiratory and systemic symptoms and 

fever. A SARI case is defined as an acute respiratory illness with onset within the last 10 days 

of respiratory symptoms, fever, and requiring hospitalisation for at least 24 hours. These 

surveillance systems are in place to follow trends of virus spread and changes in circulating 

influenza viruses. From these two surveillance systems, initially 253 samples were selected 

[792, 865]. Only samples with a genome copy number above 104 genomes per microliter were 

retained for the LFV validation (see Results), resulting in 59 retained samples, comprising 44 

samples from hospitalised SARI patients and 15 from ILI outpatients, spread over the influenza 

season (beginning, peak and end of epidemic). The genome copy number of 104 genomes per 

microliter is based on the Cq values from the routine diagnostic surveillance with qPCR [866] 

and corresponds with a Cq of 19.53. The samples tested negative using reverse transcription 
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polymerase chain reaction (RT-qPCR) for other respiratory viruses, including respiratory 

syncytial virus A and B, parainfluenza viruses 1, 2, 3 and 4, enterovirus D68, rhinoviruses, 

human metapneumoviruses, paraechoviruses, bocaviruses, adenovirus, coronaviruses OC43, 

NL63, 229 and MERS-CoV [799, 800]. Samples from ILI outpatients were categorized as mild 

cases (n = 15). Samples from hospitalised SARI patients were categorized as moderate (n = 

34) or severe cases (n = 10). Hospital admission (i.e., the SARI case definition) is not a disease 

severity indicator itself because patients could have been admitted to hospital care for isolation 

purposes or other medical conditions. A severe case was defined by the presence of at least 

one severity indicator: death, stay in an intensive care unit, need for invasive respiratory 

support or extracorporeal membrane oxygenation (ECMO), or the patient having acute 

respiratory distress syndrome (ARDS). Available patient data are listed in Table 6.1 with the 

number of patients exhibiting these characteristics. 

Table 6.1: Samples stratified according to patient data. 

Age (years): <15 15 – 59 ≥60 

Beginning of epidemic (<week 4) 4 2 12 

Peak of epidemic (week 4 - 6) 2 3 20 

End of epidemic (>week 6) 4 1 11 

ILI 15 SARI 44 

Male* 25 Female* 32 

Vaccinated* 11 Not vaccinated* 26 

Antibiotics administered* 23 No antibiotics administered* 29 

Respiratory diseases 9 No respiratory disease 50 

Cardiac disease 18 No cardiac disease 41 

Obesity 6 No obesity 53 

Renal insufficiency 9 No renal insufficiency 50 

Diabetes 6 No Diabetes 53 

Immuno-deficiency 5 No immuno-deficiency 54 

Neuromuscular disease 7 No neuromuscular disease 52 

Stay in ICU 5 No stay in ICU 54 

Resulting in death* 7 Not resulting in death* 46 

*Samples for which certain patient data were unknown, were excluded for analyzing that particular characteristic. 

Additionally, the median, first quartile and third quartile copy numbers of genomes per 

microliter of 1273 A(H3N2) positive influenza samples from the influenza seasons 2015-2019 

in Belgium were calculated and plotted with an in-house script (python 3.6) and the matplotlib 

3.3.4 library [867] hiding the outliers. The boxplot including the in outliers is shown in 

Supplementary Figure S6.1. 
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6.2.3. Creation of mixes of wild-type and mutant viruses  

To assess the minimal percentage (i.e., AF) for a LFV to be considered truly present and 

not constitute a FP observation, mixes were made from the wild-type (WT) and mutant virus, 

created as described above, for both Influenza A/Bretagne/7608/2009 (A(H1N1)pdm09) and 

Influenza A/Centre/1003/2012 (A(H3N2)) with eight ratios (0, 0.1, 0.5,1, 5, 10, 20 and 100% 

mutant virus) (Supplementary Table S6.3). Mixes were made in triplicate based on the plaque 

forming units (PFU/mL; concentration of virus) of the infectious virus of the WT and mutant. 

Constructed mixes were situated mainly in the 0-5 % range (Supplementary Table S6.4), since 

previous studies [663, 857, 860–862] have reported most FP being present in this range. RT-

ddPCR was used to determine the genome copy numbers of the introduced mutations in the 

respective mixes (Supplementary File S6.1). 

6.2.4. RNA isolation and RT-qPCR 

RNA of the A/Bretagne/7608/2009 (A(H1N1)pdm09) and A/Centre/1003/2012 (A(H3N2)) 

influenza virus mixes was extracted from culture supernatants using the Easy Mag platform 

(BioMérieux, #280130-#280134 and #280146) according to the manufacturer’s instructions. 

Extraction of nucleic acids of clinical specimens was performed using the Viral RNA/DNA 

isolation kit (Macherey Nagel, Germany, cat No: MN 740691.4). The RNA extraction was done 

according to manufacturer’s instructions except that the beads were not washed in buffer MV5 

but instead left to dry for 10 minutes until the pellet did not appear shiny anymore. 

Using 5 µL RNA for each sample, a RT-qPCR was performed using the SuperScript™III 

Platinum® One-Step Quantitative Kit (Invitrogen) with primers InfA_Forward, InfA_Reverse 

and InfA_probe. These bind to an influenza M gene section [868]. Each reaction contained 0.5 

µL primer/probe, 1 µL SuperScript III RT/Platinum Taq mix, 5 µL nuclease-free water, 12.5 µL 

PCR Master Mix and 5 µL RNA. 

6.2.5. PCR amplification and whole genome sequencing 

To amplify RNA extracts, primers designed to target the 3’ and 5’ conserved ends of all 

eight segments were used as described previously [792]. Concisely, RT-PCR was used to 

generate sequencing amplicons in a reaction volume of 50 µL. The used protocol is based on 

Van den Hoecke et al. (2015) [710] with optimised volumes and RT-PCR conditions. Primers 

included CommonA-Uni12G (GCCGGAGCTCTGCAGATATCAGCGAAAGCAGG), 

CommonA-Uni12 (GCCAGAGCTCTGCAGATATCAGCAAAAGCAGG) and CommonA-

Uni13G (GCCGGAGCTCTGCAGATATCAGTAGAAACAAGG) [710]. The reaction volumes 
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included 25 µL RT-PCR buffer, 1 µL SuperScript III One-Step RT-PCR Platinum® Taq HiFi 

DNA Polymerase (Invitrogen, USA), 17.375 µL dH2O, 0.375 µL of each primer (20 µM), 0.5 

µL RnaseOUT Recombinant Ribonuclease Inhibitor (Invitrogen, USA) and 5 µL of RNA extract. 

An error rate (number of misincorporated nucleotides per total number of nucleotides 

polymerized) of lower than 1x10-3 by Invitrogen was estimated for the SuperScript III One-

Step RT-PCR Platinum® Taq HiFi DNA Polymerase [869]. The following PCR conditions were 

used: one cycle at 42°C for 15 minutes, one cycle at 55°C for 15 minutes, one cycle at 60°C 

for 5 minutes, one cycle at 94°C for 2 minutes (ramp rate: 2.5 °C/s); 5 cycles at 94°C for 30 

seconds, 45°C for 30 seconds (ramp rate: 2.5 °C/s) and 68°C for 5 minutes (ramp rate: 0.5 

°C/s); 37 cycles at 94°C for 30 seconds, 55°C for 30 seconds and 68°C for 5 minutes; and one 

cycle at 68°C for 5 minutes (ramp rate: 2.5 °C/s). After purifying the generated amplicons with 

the NucleoSpin Gel and PCR Clean-up kit (Macherey-Nagel, Germany) according to the 

manufacturers’ instructions, the concentration of each purification product was quantified with 

the Qubit 4 Fluorometer (Invitrogen, USA) using the Qubit broad-range assay. Purified 

products were examined with the Agilent TapeStation (Agilent Technologies, USA) using the 

Agilent D5000 ScreenTape system. 

Sequencing libraries using the Nextera XT DNA Sample Preparation Kit (Illumina, USA) 

were prepared with the purified RT-PCR products according to the manufacturer’s instructions. 

All libraries were sequenced on an Illumina MiSeq (Illumina, USA) platform using the MiSeq 

V3 chemistry, as described by the manufacturer’s protocol, to produce 2 x 250 bp paired-end 

reads. Generated WGS data are available in the NCBI Sequence Read Archive (SRA) [765] 

under accession number PRJNA692424 for the reverse genetics samples (Supplementary 

Table S6.3) and PRJNA615341 for the patient-derived samples (Supplementary Table S6.5). 

Consensus genome sequences were obtained as described previously [792]. Concisely, 

using Trimmomatic v0.32 [610], the raw (paired-end) reads were trimmed with the following 

settings: ‘ILLUMINACLIP:NexteraPE-PE.fa:2:30:10’, ‘LEADING:10’, ‘TRAILING:10’, 

‘SLIDINGWINDOW:4:20’, and ‘MINLEN:40’ retaining only paired-end reads. An appropriate 

reference genome for read mapping was selected from the NCBI viral genomes resource [766] 

for each sample. Following the GATK ‘best practices’ protocol [662] using Picard v2.8.3 

(https://broadinstitute.github.io/picard/) and GATK v3.7, the consensus sequences for all 

samples were obtained. First, following best practices in the field [870–873], duplicated reads 

were marked with PICARD MarkDuplicates in order to remove reads originating from PCR 

duplicates of the same original DNA molecule which could artificially inflate AF of identified 

variants. This was followed by indel realignment with GATK and variant calling using GATK 

UnifiedGenotyper with the following options: ‘-ploidy 1’, ‘--stand_call_conf 30’, and ‘--

genotype_likelihoods_model BOTH’. Subsequently, only high-quality variants with a read 

https://www.ncbi.nlm.nih.gov/bioproject/PRJNA692424
https://www.ncbi.nlm.nih.gov/bioproject/PRJNA615341
https://broadinstitute.github.io/picard/
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depth ≥200 were retained using GATK VariantFilter. Next, GATK FastaAlternateReference-

Maker was used to obtain the consensus sequence based on the called variants and selected 

reference sequence.  

6.2.6. Low-frequency variant identification 

Only samples with a viral load ≥104 genomes/µL (see above), and a genome median 

coverage higher than 1000x calculated as described previously [792], were retained. For LFV 

calling, the consensus genome fasta files were first indexed using Samtools faidx 1.3.1. 

Bowtie2-build 2.3.0 [625] was then used to generate indexes. Reads were aligned to the 

consensus sequence using Bowtie2 align 2.3.0 in end-to-end mode for each sample, 

producing SAM files that were converted into BAM with Samtools view 1.3.1. Reads were then 

sorted using Picard SortSam 2.8.3 (http://broadinstitute.github.io/picard/) with the option 

‘SORT ORDER=coordinate’. A dictionary of the reference fasta files was created using Picard 

CreateSequenceDictionary 2.8.3. Reads originating from PCR duplicates which could bias the 

observed AF of LFV were removed from read alignments using Picard MarkDuplicates 2.8.3 

with the option ‘REMOVE_DUPLICATES=true’. The “LB”, “PL”, “PU” and “SM” flags are 

required for downstream analysis by GATK and were set to the placeholder value “test” using 

Picard AddOrReplaceReadGroups 2.8.3. The resulting BAM files were indexed by Samtools 

index 1.3.1 and used as input for GATK RealignerTargetCreator 3.7 [662] followed by GATK 

IndelRealigner 3.7 for indel realignment. The generated BAM files were then indexed using 

Samtools index 1.3.1 and LoFreq 2.1.3.1 [659] was used to detect LFV in ‘call mode’. LoFreq 

separates true LFV from erroneous variant calls by using Phred-scores as probability error in 

a Poisson-binomial distribution. The consensus sequence of each sample was used as its own 

reference to call LFV, in order to avoid calling high-frequency non-reference bases due to an 

inadequate choice of a single reference sequence for all samples used by LoFreq to call 

variants, i.e. nucleotides at low allelic frequency differing from the consensus at a specific 

genomic position [659]. Average read position values were added to called variants using an 

in-house script (python 3.6) [874] (Supplementary File S6.2) based on the one provided by 

McCrone et al. [663]. Only variants with a mean reads location within the central 50% positions 

(i.e., between bases 62 and 188) were retained for further analysis as advised by McCrone et 

al. [663]. Variants were not further filtered based on Phred-score or mapping quality as was 

explored in other work, because these metrics are already internally considered by LoFreq for 

variant calling [659, 663]. An archive containing the code used to call variants and instructions 

to run it is available as part of the Supplementary File S6.2. 
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To determine an AF threshold, the workflow described above was used to call variants in 

the mixes of WT and mutated A(H1N1)pdm09 and A(H3N2) strains. Receiver operating 

characteristic (ROC) curves for both subtypes were created using an in-house script (python 

3.6) and the matplotlib 2.2.2 library [867]. Briefly, called variants were first sorted by decreasing 

observed AF and then numbers of true and FP variants were calculated at each called AF and 

plotted as a ROC curve.  

6.2.7. Statistical analysis 

All statistical analyses were performed using R-software (RStudio 1.0.153; R3.6.1) 

(Supplementary File S6.8). Sequencing depth and virus concentration were not introduced as 

covariates, because we assume that the number of amplification and sequencing errors will 

be limited due to the validated thresholds set up beforehand (virus concentration = 104 

copies/µL; allelic frequency = 5% - see Results). Furthermore, any remaining amplification and 

sequencing errors are expected to be distributed randomly over the genome, and these should 

consequently not have an influence on the statistical analysis. A glm (link function = 

quasipoisson) was used to assess the association between number of detected LFV and 

individual patient data parameters, which included disease severity (classified into mild, 

moderate and severe), patient age, sampling date, sex, vaccination status, presence of 

comorbidities and disease severity indicators. Patient data were only evaluated if at least 5% 

of the retained patient samples met the condition. For example, asthma was not retained 

because only two out of 59 patients suffered from this condition (3.4%), whereas vaccination 

status was retained since 11 out of 59 patients were vaccinated (18.6%). Afterwards, all 

identified significant associations (p<0.05) were fitted simultaneously in a glm with the same 

link function and only significant associations were retained. In addition to the median, the 

interquartile range (IQR) and the effect size were calculated. 

6.3. Results 

6.3.1. Validating an AF threshold for LFV calling using an 

experimental quasispecies population 

Sequencing errors affect the frequencies at which variants can reliably be called. At 

decreasing frequencies, even for high-coverage datasets, the amount of reads containing a 

certain variant becomes too limited to discriminate real LFV from sequencing errors. 

Decreasing AF thresholds for accepting LFV will consequently increase sensitivity by 

identifying more true positive (TP) variants, but also decrease specificity by incorporating more 
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FP variants. It is therefore necessary to establish a validated threshold for the observed AF for 

accepting LFV. A mutated version of Influenza A/Centre/1003/2012 (A(H3N2)) with high 

genomic copy number (WT=98,475 genomes/µL; MUT=312,625 genomes/µL) was used to 

create a validation dataset in triplicate, for which the ground truth was known, to determine an 

AF threshold for accepting called LFV. The mutant included a specific mutation in the NA 

segment present at 100%, i.e. the well-known A(H3N2) oseltamivir resistance mutation NA-

E119V [849], which served as a marker when mixing the WT and mutant virus in different ratios 

(Supplementary Table S6.4). The resulting mixes of the eight ratios (theoretically: 0%, 0.1%, 

0.5%,1%, 5%, 10%, 20% and 100% mutant virus), and their triplicates, were then subjected to 

WGS. High sequencing coverages were obtained for all samples and segments 

(Supplementary Figure S6.2), after which LFV were called with LoFreq. Consequently, 18 TP 

were expected (i.e. one mutation times 6 ratios (0.1%, 0.5%,1%, 5%, 10%, 20%) times 3 

replicates). Levels of read deduplication were relatively limited (min=21%, max=61%, 

average=36%; Supplementary Table S6.6), and an additional investigation of variants called 

with and without read deduplication confirmed that read deduplication did not cause any major 

bias in the numbers of called variants (Supplementary File S6.3). Noteworthy, seven additional 

variants were detected where the mean of the called frequencies over the triplicates 

corresponded to expected frequencies based on the TP dilution values, as observed at least 

in one dilution mix with an AF >5% (Supplementary File S6.4). This indicates that during the 

propagation in cells of both the WT and mutant, other variants emerged even in the absence 

of external selection pressure. These seven variants were therefore removed from the variant 

sets used for AF threshold determination as these unexpected variants were not part of the 

‘ground truth’, but showed sufficient evidence for being true variants instead of FP 

(Supplementary File S6.4). Afterwards, TP variants (i.e. the introduced NA mutation in the 

different mixes) and FP variants (i.e. any variant called in the different mixes that did not 

correspond with the WT, excluding the seven aforementioned variants) observed at varying 

observed AFs were expressed in a ROC curve (Figure 6.1), considering triplicate values as 

independent values. The AFs used in the ROC curve are the observed percentages of the NA 

mutation as determined with Lofreq. A ROC curve expresses the relationship between 

sensitivity and specificity for a benchmarked experiment where the ground truth is known by 

varying a discrimination threshold (here the AF) and plotting the false positive rate (i.e., 1-

specificity) and sensitivity on the x- and y-axis, respectively. A perfect assay where all FP are 

separated from TP is characterised by a ROC curve with a right angle that follows the upper 

left boundary of the plot (Figure 6.1). 

For A(H3N2), no FP and 50.00% of TP (n=9/18) were called at an observed AF of 4.82% 

or higher. This seemingly low sensitivity is explained by the construction of the dataset which 
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aimed at providing a high resolution at low AF to determine the limit of detection and therefore 

contained half of the variants at an AF lower than 5%. Decreasing the AF threshold increased 

the sensitivity but impaired a high cost in specificity (Table 6.2). At an observed AF of 1%, 

83.33% of TP (n=15/18) were recovered at a cost of 289 FP. The highest sensitivity was 

obtained at an observed AF of 0.37%, where 88.89% (n=16/18) of variants were called at a 

cost of 847 FP. An AF cut-off of 5% was therefore selected as a conservative AF threshold to 

explicitly minimize the amount of called FP variants to be used for exploring potential 

associations with host characteristics (see below). Evaluation of the benchmark dataset 

created for A(H1N1)pdm09 exhibited the same trends, and confirmed 5% to be an adequate 

threshold to avoid the inclusion of FP observations (Supplementary File S6.5).  

Figure 6.1: ROC curve for validating an AF threshold using a A(H3N2) benchmark dataset. The green line 

represents a theoretical scenario where a perfect variant caller identifies all 18 TP before any FP are called (i.e. 

perfect sensitivity and specificity). The blue line represents the numbers of observed TP and FP in the benchmark 

dataset for A(H3N2) at decreasing thresholds for the observed AF of called variants. Observed AF of TP are 

indicated on the graph. AF thresholds used to create the ROC curve are the numbers plotted in the figure (as 

percentages). The numbers of FP and TP at the threshold of 5% AF employed for the analysis of patient-derived 

datasets is depicted by a red dot (no additional TP or FP were observed between 5% and 10.76%). More detailed 

values are available in Table 6.2. AF=Allelic Frequency; ROC=Receiver operating characteristic; FP=False Positive; 

TP=True Positive 
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Observed AF (%) Number of TP Number of FP Sensitivity (%)* Specificity (%) 

10.0 8 0 44.44 100.00 

5.0 9 0 50.00 100.00 

2.0 12 86 66.67 99.97 

1.0 15 289 83.33 99.90 

0.5 15 678 83.33 99.75 

Table 6.2: Number of TP, FP, sensitivity, and specificity at different AF thresholds for the A(H3N2) 

benchmark dataset. Although the specificity remains high due to the size of the negative class (all positions in the 

genome that are not positives), the number of FP increases dramatically at lower AF, rapidly exceeding more than 

ten-fold the number of TP. AF=Allelic Frequency; FP=False Positive; TP=True Positive. *: Sensitivity is considered 

over the full dataset, and not only variants expected at specific AF; see results for further details. 

6.3.2. Selection of patient-derived samples based on their genome 

copy number 

For the described validation of an AF threshold of 5% based on the experimentally 

constructed benchmark dataset, all mixes always contained very high genome copy numbers 

(≥105 genomes/µL, see above). It has been previously established that the genome copy 

number and titer of samples can also impact LFV calling. Prior research by McCrone et al. 

indicated that samples with a copy number of ≥105 genomes/µL are acceptable, while samples 

with a copy number ranging between 103-105 genomes/µL should be sequenced in duplicate 

to reduce FP [663]. In routine surveillance, only a limited number of samples however have a 

copy number of ≥105 genomes/µL. Only 12 out of 253 sequenced samples of the Belgian 

influenza season 2016-2017 had a genomic copy number ≥105 genomes/µL (Supplementary 

Table S6.5). This was not due to sample selection bias, since the median of 1273 A(H3N2) 

positive influenza samples from the influenza seasons 2015-2019 in Belgium was 1168.85 

genomes/µL (IQR: 88.70-8907.89 genomes/µL) (Supplementary Figure S6.1), with a median 

associated Cq value of 22.52 (IQR: 19.48-26.68), which corresponds to other observations 

from the literature [875–877].  

To evaluate the impact of adopting a more relaxed genome copy number threshold, we 

investigated the sensitivity and specificity of the LFV calling workflow on a benchmark dataset 

containing lower genome copy numbers, for which reference samples of mixes of specific 

variants at varying targeted AFs and varying initial genomics copy numbers produced and 

sequenced by McCrone et al. [663] were analysed with the same method as described 

previously. Samples used for this analysis were produced by McCrone et al. as an 

experimental within-host population by inserting 20 mutations in a WSN33 virus genetic 

background and then diluted to generate five targeted allelic frequencies (5%, 2%, 1%, 0.5% 

and 0.2%) and three genomic titers (103, 104 and 105 genomes/µl) [663]. Titers, targeted allelic 
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frequencies and SRA accession numbers of the samples used can be found in Supplementary 

Table S6.2. For samples with 103 genomes/µl, no FP and 2% of TP (n=2/100) were called at 

an observed AF of ≥16.64%. These particularly low sensitivities are again the result of the 

dataset encompassing a majority of low allelic frequency variants. The highest sensitivities, 

23%, 26% and 16% for genomic titers of respectively 105, 104 and 103, were obtained at an 

observed AF of 0.40%, 0.21% and 0.28% at a cost of 1, 201 and 224 called FP, respectively 

(Figure 6.2, Table 6.3).  

Figure 6.2: ROC curves to validate an AF threshold using a A(H3N2) benchmark dataset at different genome 

copy numbers. Observed TP (out of the 100 expected) and FP counts in the benchmark datasets provided by 

McCrone et al. [663] at variable genome copy numbers. The blue line represents observed TP and FP counts in 

the benchmark dataset for A(H3N2) at variable thresholds for the AF. Observed AF of called TP are plotted in the 

figure as percentages. The numbers of observed FP and TP at the threshold of 5% AF employed for the analysis 

of patient-derived datasets is depicted by a red dot. More detailed values are available in Table 6.3. Abbreviations: 

AF=Allelic Frequency; FP=False Positive; TP=True Positive 
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Viral load (genomes/µl) 
Observed 

AF (%) 
Number 

of TP 
Number 

of FP 
Sensitivity 

(%)* 
Specificity (%) 

105 

10.0 0 0 0.00 100.00 

5.0 5 0 5.00 100.00 

2.0 10 0 10.00 100.00 

1.0 15 0 15.00 100.00 

0.5 22 1 22.00 99.99 

104 

10.0 2 0 2.00 100.00 

5.0 6 0 6.00 100.00 

2.0 12 0 12.00 100.00 

1.0 18 17 18.00 99.97 

0.5 24 67 24.00 99.90 

103 

10.0 2 1 2.00 99.99 

5.0 4 14 4.00 99.98 

2.0 9 41 9.00 99.87 

1.0 13 83 13.00 99.36 

0.5 14 154 14.00 99.76 

Table 6.3: Number of TP, FP, sensitivity, and specificity at different AF thresholds using a A(H3N2) 

benchmark dataset at different genome copy numbers. Although the specificity remains high due to the size of 

the negative class (all positions in the genome that are not positives), the number of FP increases dramatically at 

lower observed AF, an effect which is more pronounced at lower genome copy numbers. *: Sensitivity is considered 

over the full dataset, and not only variants expected at specific AF; see results for further details. 

Comparison of results for a viral load of ≥105 genomes/µL of Table 6.2 and Table 6.3, 

indicates similar trends with increasing AF increasing specificity whilst penalizing sensitivity. 

The sensitivities of the two benchmark datasets in Table 6.2 and Table 6.3 are however not 

directly comparable because the truth set of mutations is present at different AF, resulting in 

lower sensitivity values for the McCrone dataset because more real variants were present in 

the observed AF range of 1%-5%. The previously selected AF threshold of 5% was therefore 

shown to be a conservative value for filtering out FP variants in datasets obtained from samples 

with low initial genomic copy numbers because despite removing many TP variants, it also 

effectively safeguards against including FPs for genome copy numbers at 104-105, but not at 

103, genomes/µL. A minimal genome copy number of 104 genomes/µL was therefore enforced 

for the clinical dataset. 

6.3.3. Prevalence of LFV in clinical samples  

LFV calling was performed on the 59 retained samples with a genome copy number of 

≥104 genomes/µL from the Belgian influenza 2016-2017 A(H3N2) season. When the selected 

threshold of 5% AF was used, at least 20 LFV were detected in seven samples, while for 30 

samples between 0 and 20 LFV were detected. Finally, 22 samples did not reveal any LFV 
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(Supplementary File S6.7). Across all samples, LFV at 56 genomic positions were detected in 

two or more patients, including eight located in PB2, six in PB1, 14 in PA, 12 in HA, six in NP, 

three in NA, one in MP and six in NS. The majority of these variants were detected at a low 

observed AF of 5-20%. 

6.3.4. Patient data associated with prevalence of LFV 

To investigate the potential relevance of LFV for routine influenza monitoring, a proof of 

concept investigation based on associations of LFV with patient data was performed. The 

association of patient data with the number of detected LFV was investigated. After an initial 

glm analysis where all patient data were evaluated individually, disease severity, antibiotics 

use and age resulted in a significant association. In a second step, a glm was fitted including 

the three significant patient data simultaneously, which only resulted into a significant result 

for disease severity. The number of detected LFV was observed to be significantly higher in 

ILI cases (i.e. mild cases) compared to SARI cases (i.e. moderate and severe cases) (Table 

6.4; Supplementary File S6.7).  

Table 6.4: Statistically significant associations between number of LFV in clinical samples and patient data. 

Results include the median, first quartile and third quartile of the number of detected LFV across the 59 retained 

samples, and also p-value and effect size. The interpretation of the odds ratio values commonly published in the 

literature are: <1.68 (small effect), 1.68 - 3.47 (moderate effect) and >= 6.71 (large effect) [878]. ILI cases comprise 

the mild cases, while the SARI cases include moderate and severe cases. CI=Confidence interval 

Patient data Median P-value Effect size [CI] 

Disease Severity Mild: 19 [3.5-60] 

Moderate/Severe: 1 [0-3] 

2.67E-08 26.40 [10.89-83.88] 

Additionally, associations between patient data and the proportion of nucleotides at their 

specific genomic positions, including both LFV and high-frequency variants, were evaluated. 

Although several associations were identified, these were all below acceptable statistical 

thresholds. These results are therefore provided in the Supplementary File S6.6 for informative 

purposes only and not further considered below. 

6.4. Discussion 

Since the dynamics of quasispecies can afford influenza a considerable advantage on 

genetic fitness during within-host evolution, quasispecies information might be relevant for 

future clinical interventions and epidemiological investigation. HTS renders it nowadays 

feasible to explore viral quasispecies in patient-derived samples by detecting LFV. However, 

many challenges remain to obtain reliable results in order to introduce LFV in routine 
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surveillance, in which sampling and funding are often limited. Although HTS enables deep 

sequencing, it becomes difficult to distinguish sequencing errors from real LFV at low AF. The 

first goal of this study was to establish an AF threshold for retaining LFV using mixes of a WT 

and NA-E119V-mutant influenza A(H3N2) virus with different proportions to create a 

benchmark population that was sequenced followed by LFV calling with LoFreq. While multiple 

other low-frequency variant callers exist [655, 661, 879–881], LoFreq has been shown to 

perform particularly well on short read sequencing of virus samples, especially when 

considering specificity [882, 883]. Other variant callers could alternatively be used as part of 

the validation approach presented in the current study by other scientists using other software 

packages. An AF cut-off of 5% was selected as the minimal AF at which no FP variants were 

called in the experimentally constructed benchmark A(H3N2) population. An additional 

exploratory analysis with mixes from the A(H1N1) subtype, which included two nucleotide 

mutations resulting in the NA-H275Y amino acid mutation, confirmed this as being a robust 

threshold also applicable to other subtypes (Supplementary File S6.5). Since the A(H3N2) and 

A(H1N1) benchmark populations only contained a single and two nucleotide mutations, 

respectively, publically available data containing more mutations were also considered. The 

dataset from McCrone et al. includes 20 point mutations and also an extra data point at a 

theoretical AF of 2%, in contrast to our sequenced A(H3N2) population containing a theoretical 

AF gap between 1% and 5%. Analysis of this dataset with our workflow similarly confirmed 5% 

to be a robust AF threshold (Figure 6.2). This threshold prioritises specificity over sensitivity, 

but is context-dependent for three reasons. Firstly, although the established sensitivity of 50% 

at 5% observed AF (Table 6.2) may appear low, the benchmark dataset was purposefully 

constructed to assess the limit of detection of our workflow, and therefore contained half of the 

inserted variants at frequencies lower than 5%. Conversely, as a result of the choice of 

thresholds, all variants present at ≥5% in the benchmark dataset were correctly called. 

Secondly, since our aim was to evaluate associations of LFV with patient data as a proof of 

concept, we prioritised specificity to minimize potential FP LFV included within the statistical 

analysis. Depending on the application scope, this AF threshold can be decreased to increase 

sensitivity if the cost in specificity is deemed acceptable (e.g. approaches that prioritise finding 

as many LFV as possible). Thirdly, AF thresholds are coverage-dependent once coverage 

drops below a certain turnkey point [884], with decreasing coverages typically requiring 

increased AF thresholds. As both the validation dataset and clinical samples consisted of high-

coverage data, our established value of 5% should only be applied to high-coverage influenza 

datasets. Through our emphasis on specificity, the selected AF threshold of 5% is high 

compared to other AF thresholds reported in other studies in the literature. Gelbart et al. [885] 

investigated the genetic diversity of different viruses, and used a minimum AF threshold of 1% 
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for highly concentrated samples including human immunodeficiency virus, respiratory syncytial 

virus, and cytomegalovirus. Orton et al. [886] focussed on modelling sequencing errors and 

distinguishing them from real viral variants using foot-and-mouth disease virus as case study. 

They established a minimum AF threshold of 0.5%, although this was only tested on control 

samples that were very highly concentrated (106 plasmid/μl). King et al. [887] evaluated 

laboratory and bioinformatic pipelines to accurately identify LFV in viral populations using foot-

and-mouth disease as a case study. King et al used an AF threshold of 0.2% for highly 

concentrated samples (107 copies), but observed more errors when a reduced RNA input (105 

copies) was used and even found consensus-level errors at (very) low RNA inputs (103 copies).  

Previous research has indicated that besides correcting for sequencing errors, the viral 

load and genome copy number of samples also affect LFV calling, independently of 

sequencing considerations. In this study, the SuperScript III One-Step RT-PCR Platinum® Taq 

HiFi DNA Polymerase with an estimated error rate of less than 1x10-3 misincorporated 

nucleotides per total number of nucleotides polymerized was used to amplify the virus. This 

error rate will have a larger impact on samples with low viral loads, because they are more 

likely to propagate PCR-amplification errors that can result in increased FP variant detections 

[663]. A genome copy number of 105 genomes/µL was recommended by McCrone et al. and 

a copy number of 103-105 genomes/µL was considered acceptable if sequenced in duplicate. 

However, the application of these recommendations to routine surveillance may prove too 

restrictive as 105 genomes/µL is an extremely high copy number for samples encountered in 

routine influenza surveillance (Supplementary Figure S1), where it is already a considerable 

challenge to acquire the necessary funds to simply switch from Sanger sequencing the HA 

and NA segments to WGS. As the genome copy number of our experimental dataset was very 

high (>105 genomes/µL), we employed the experimental within-host population produced by 

McCrone et al. [663] at a genomic input of 103, 104 and 105 genomes/µL with our workflow to 

evaluate FP counts at lower genome copy numbers when enforcing the same 5% AF threshold. 

We found that also at 104 genomes/µl, no FP were detected, but FP were found at 103 

genomes/µl (Table 5). Similar to our experimentally constructed A(H3N2) benchmark dataset, 

sensitivities were (very) low because the large majority of LFV were present at AF below 5%. 

Notwithstanding, a direct comparison of our results with those reported by McCrone et al. is 

not possible for several reasons. Firstly, McCrone et al. used p-values as a threshold with 

either deepSNV or LoFreq to determine effects on sensitivity and specificity in samples of 

varying targeted AF, whereas we used the observed AF as a threshold with LoFreq with default 

settings (i.e., p-value dynamically adapted as part of a Bonferroni multiple test correction) to 

determine an AF threshold favouring optimal specificity. Secondly, high specificity at low AF 

could be obtained by McCrone et al. by using deepSNV on both mutated samples and control 
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samples containing the same genetic background. This was initially done with LoFreq on our 

benchmark datasets using the WT samples as controls and resulted in overall higher specificity 

and lower sensitivity at very low AF (unpublished results), but does not reflect routine influenza 

monitoring where no control samples are available for clinical samples to begin with. Thirdly, 

the samples used by McCrone et al. were biased toward very low AF for the TP, which had a 

large effect on the sensitivity. 

The second goal of this study was to evaluate the prevalence of LFV in actual clinical 

samples collected during routine influenza monitoring, using 59 influenza A(H3N2) samples 

from the 2016-2017 Belgian Influenza season with a genome copy number ≥104 genomes/µL 

and retaining only LFV detected at ≥5% AF. It was observed that seven of the 59 samples had 

at least more than 20 LFV, 30 of the 59 samples had between 0 and 20 LFV, and 22 of the 59 

samples did not contain any LFV.  

The third goal of this study was to explore potential associations between patient data and 

the presence and frequency of LFV as a proof of concept for the relevance of LFV analysis in 

routine influenza surveillance. Statistically significant associations were found between high 

numbers of LFV and mild cases. It has been suggested in the literature for other viruses that 

within-host diversity can be driven by host selection pressure [888, 889]. In contrast to our 

results where more LFV were observed in mild cases, Simon et al. observed higher diversity 

within the PA, HA and NA segments in severe cases compared to mild cases [754]. 

Additionally, we evaluated potential associations between patient data and the proportion of 

nucleotides at specific genomic positions. Several associations were found, however, these 

were below acceptable statistical thresholds (Supplementary File S6.6). We are aware, 

however, of the low statistical power of the association study due to the small sample size of 

59 patients and unequal representation of LFV among the patient data groups. More reliable 

associations will therefore require larger sample sizes in future studies. However, these results 

show the potential added value to understand virus evolution in relation to the host, but more 

research is needed.  

In conclusion, HTS of clinical influenza samples allows to examine LFV during human 

infections. Our work provides a general approach for LFV detection by delineating thresholds 

that balance the number of FP against the feasibility of quasispecies investigation in actual 

samples collected in the context of routine surveillance programmes. As a proof of concept, 

several relevant associations with patient data were found while considering LFV, which 

suggests that the relevance of LFV for influenza monitoring is currently under-valued and could 

contribute to a better understanding of disease. Although additional validation will be 

necessary, it could be of great benefit to apply the proposed approach on samples collected 

during routine influenza monitoring. 
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 STRATEGY TO DEVELOP AND 

EVALUATE A MULTIPLEX RT-DDPCR IN 

RESPONSE TO SARS-COV-2 GENOMIC 

EVOLUTION 

Context of this chapter: 

This chapter illustrates the added value of NGS for the SARS-CoV-2 surveillance. Due 

to the worldwide emergence and spread of SARS-CoV-2, rapid and reliable diagnostic 

testing has become important to try to prevent and control the viral transmission. The 

monitoring of the virus spread can be performed based on individual diagnostics in clinical 

samples and global detection of SARS-CoV-2 in wastewater samples. As SARS-CoV-2 

research is rapidly evolving together with the number of new variants appearing around the 

world, it is possible that PCR based methods that were validated only a few months ago are 

not suitable anymore due to genetic modification appearing in the annealing site of the 

primers and probes of the proposed methods. In this chapter we performed an in silico 

evaluation of commonly used primers and probes against available WGS data. Based on 

this, we propose that a minimal set-up should be designed for experimental testing, including 

a sensitivity, specificity and applicability test. In this chapter, the RT-ddPCR platform was 

chosen as it offers several advantages over RT-qPCR. The duplex RT-ddPCR method that 

we propose was evaluated with regard to internationally recognized performance 

parameters including specificity, sensitivity and applicability. 
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Abstract: 

The worldwide emergence and spread of severe acute respiratory syndrome coronavirus 

2 (SARS-CoV-2) since 2019 has highlighted the importance of rapid and reliable diagnostic 

testing to prevent and control the viral transmission. However, inaccurate results may occur 

due to false negatives (FN) caused by polymorphisms or point mutations related to the virus 

evolution and compromise the accuracy of the diagnostic tests. Therefore, PCR-based SARS-

CoV-2 diagnostics should be evaluated and evolve together with the rapidly increasing number 

of new variants appearing around the world. However, even by using a large collection of 

samples, laboratories are not able to test a representative collection of samples that deals with 

the same level of diversity that is continuously evolving worldwide. In the present study, we 

proposed a methodology based on an in silico and in vitro analysis. First, we used all 

information offered by available whole-genome sequencing data for SARS-CoV-2 for the 

selection of the two PCR assays targeting two different regions in the genome, and to monitor 

the possible impact of virus evolution on the specificity of the primers and probes of the PCR 

assays during and after the development of the assays. Besides this first essential in silico 

evaluation, a minimal set of testing was proposed to generate experimental evidence on the 

method performance, such as specificity, sensitivity and applicability. Therefore, a duplex 

reverse-transcription droplet digital PCR (RT-ddPCR) method was evaluated in silico by using 

154 489 whole-genome sequences of SARS-CoV-2 strains that were representative for the 

circulating strains around the world. The RT-ddPCR platform was selected as it presented 

several advantages to detect and quantify SARS-CoV-2 RNA in clinical samples and 

wastewater. Next, the assays were successfully experimentally evaluated for their sensitivity 
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and specificity. A preliminary evaluation of the applicability of the developed method was 

performed using both clinical and wastewater samples. 

7.1. Introduction 

The ongoing coronavirus disease 2019 (COVID-19) pandemic is caused by the severe 

acute respiratory syndrome coronavirus 2 (SARS-CoV-2), a positive-sense single-stranded 

RNA virus. The symptoms of COVID-19 include cough, respiratory problems, fever, aches and 

pains, fatigue, diarrhoea and taste and smell disorders [890]. SARS-CoV-2 can also cause 

severe complications, including death, mostly in the elderly or in people suffering from 

comorbidities [891, 892]. To monitor the spread of the COVID-19 pandemic and to reduce 

transmission, many governments have implemented intensive contact tracing, testing and 

isolation [531, 893–895]. 

The gold standard for the detection of SARS-CoV-2 is reverse-transcription quantitative 

polymerase chain reaction (RT-qPCR) on extracted RNA from nasopharyngeal swabs for 

individual diagnostics. In order to rationalize the monitoring of the virus spread at the level of 

a country or region regarding the number of samples, the monitoring of wastewater was also 

proposed for the surveillance of SARS-CoV-2 [413–415]. However, there are several 

limitations associated with wastewater surveillance; generally, a low virus concentration is 

observed in such samples, which makes detection challenging. Furthermore, the virus 

detection and quantification can be limited due to the instability of the genome in wastewater, 

the low efficiency of virus concentration methods and the lack of sensitive detection assays 

[413].  

Although the estimation of the mutation rate of SARS-CoV-2 is lower compared to other 

RNA viruses [896], the virus is continuously evolving, leading to the emergence of new variants 

carrying multiple mutations. Current and potential future variants have the potential to be more 

transmissible, causing more infections and/or leading to vaccine escape [272, 627, 897, 898]. 

Therefore, it is important to monitor these variants in order to control the epidemic. 

Furthermore, the emergence of variants can potentially lead to false negative results. The 

impact of false negative results due to viral mutations in the target region can be reduced by 

using multiple targets for the detection of the virus genome as well as a constant monitoring of 

the effect of mutations on the performance of the PCR method [899]. In the case of a false 

negative result, the sample should be sequenced to pinpoint what mutation is causing it and 

the primers and probe of the PCR assay need to be adapted. The importance of using an in 

silico analysis using publicly available sequences to identify potential false negative results 

has already been stated previously [899]. Of course, as mentioned by Gand et al., an in silico 

study should be backed up by an in vitro study that validates the design using actual samples 
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[899]. Although RT-qPCR methods are the standard for clinical diagnostics and consequently 

are often used in wastewater samples due to the availability of these methods, many 

drawbacks were reported related to the use of this technology. First, the tests are expressed 

in cycle quantification (Cq). The Cq represents the PCR cycle at which the sample produced 

a fluorescent signal above the background. These Cq values are laboratory- and instrument-

specific and a calibration to a quantitative standard is necessary to determine the absolute 

virus concentration. Furthermore, Cq values are not directly comparable across assays or 

technology platforms due to differences in nucleic acid extraction methods, viral targets and 

other parameters [900], thereby affecting inter-laboratory harmonisation in the interpretation of 

the test results. Finally, RT-qPCR is not adapted for wastewater samples, which often contain 

inhibitors that might influence the Cq values. This could affect the accuracy of viral 

quantification [901], which was shown for multiple sample matrices by Whale et al. [902]. 

Reverse-transcriptase droplet digital PCR (RT-ddPCR), may offer an interesting 

alternative for the detection and quantification of SARS-CoV-2 RNA [903, 904]. Comparable 

with the RT-qPCR method, a target-specific fluorescent probe coupled with primers is used, 

which makes the adaptation of the existing RT-qPCR assays straightforward. In a ddPCR, a 

reaction is emulsified into thousands of nanodroplets, of which a proportion does not contain 

the template molecule [905]. The nanodroplets are used as unique and small bioreactors to 

amplify the template [906–909]. At the end-point, the number of positive droplets are digitally 

counted relative to the total number of droplets. Furthermore, their known volume while flowing 

through microfluidic devices allows absolute target quantification using Poisson statistics [910, 

911], which enables an easier comparison between different laboratories and tests compared 

to RT-qPCR. To the best of our knowledge, eight RT-ddPCR methods designed to detect 

SARS-CoV-2 were published, of which two are commercial kits designed by Bio-Rad [904, 

912–918]. The performance of these methods was tested using reference standards, and four 

of the methods were tested on clinical samples of infected patient’s throat and nasopharyngeal 

samples. Three of these methods were tested on wastewater samples [915–917]. Moreover, 

four of these RT-ddPCR methods were tested on respiratory samples [904, 913, 914, 918], 

and in some cases were found to be positive compared to the negative RT-qPCR results [904, 

913]. Additionally, the sensitivity of the RT-ddPCR methods for the detection of SARS-CoV-2 

has been described previously as comparable or even higher compared to RT-qPCR methods 

[904, 912, 913, 918]. Therefore, in the case of a low virus concentration, this technology can 

be interesting to use. Furthermore, inhibition can be encountered in some matrices, such as 

wastewater. RT-ddPCR separates DNA, inhibitors and reagents in droplets and is an end-point 

measurement, only measuring after the PCR amplification. Consequently, a reduction in the 

biases linked to the inhibitors are often observed in RT-ddPCR [919], which makes RT-ddPCR 
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an interesting method for wastewater surveillance. In this study, we propose a methodology 

using an in silico and in vitro analysis. First, available whole-genome sequencing data for 

SARS-CoV-2 was used to select primers and probes for PCR assays, as well as to evaluate 

and monitor the possible impact of virus evolution on the developed PCR assays. Second, a 

minimal set of in vitro testing was proposed to validate in-house a new duplex RT-ddPCR 

method specific for the detection of SARS-CoV-2, including specificity and sensitivity 

assessments. Additionally, the applicability of the proposed RT-ddPCR method was 

investigated using clinical and wastewater samples. The duplex RT-ddPCR method was 

developed based on the RT-qPCR methods previously developed by Institute Pasteur [920] 

and Lu et al. [921].  

7.2. Materials and Methods 

7.2.1. Selection and evaluation of key target for PCR detection of 

SARS-CoV-2 using WGS data 

For the development of the RT-ddPCR method, two sets of primers and probe were 

selected from publicly available RT-qPCR assays, namely RdRp_IP4 assay from Institut 

Pasteur (Paris) [920], and the ORF1a assay from Lu et al., 2020 [921], that target two separate 

locations specific to the SARS-CoV-2 genome (Table 7.1). These assays were evaluated in 

silico [899] for their inclusivity and exclusivity in a previous study in May 2020, which 

determined the RdRp_IP4 assay [920], S assay from Chan et al., 2020 [922] and ORF1a assay 

[921] as the most specific and stable assays over time. However, due to the emergence of the 

B.1.351 lineage in South Africa, a mismatch located in the probe sequence of the S assay was 

identified, which could lead to a lower sensitivity [923]. Therefore, from the three previously 

described, only the ORF1a and RdRp_IP4 assays were retained in this study.  

Table 7.1. Primer and probe sets included in the multiplex RT-ddPCR assay.  

Name 5’  3’ Sequence Target 
Nucleotide 

Position 
Concentration Ref. 

ORF1a-F AGAAGATTGGTTAGATGATGATAGT 

ORF1a 

3193 – 3217 0.9 µM 

[920] 
ORF1a-R TTCCATCTCTAATTGAGGTTGAACC 3286 – 3310 0.9 µM 

ORF1a-P 
5’6-FAM/TCCTCACTG-ZEN-

CCGTCTTGTTGACCA-3’IABkFQ 
3229 – 3252 0.25 µM 

 RdRp_IP4-F GGTAACTGGTATGATTTCG 

RdRp 

14080 – 14098 0.9 µM 

[921] 
RdRp_IP4-R CTGGTCAAGGTTAATATAGG 14167 – 14186 0.9 µM 

RdRp_IP4-P 
5’HEX-TCATACAAA-ZEN-
CCACGCCAGG-3’IABkFQ 

14105 – 14123 0.25 µM 

A second, internal ZEN-quencher was added to the probes to obtain greater overall dye quenching in addition to 

the Iowa Black FQ (IABkFQ) quencher. The indicated positions refer to the reference sequence NC_045512. 
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The in silico inclusivity of ORF1a and RdRp_IP4 assays was evaluated using the 

bioinformatics tool SCREENED v1.0 [924], previously used for in silico SARS-CoV-2 assay 

assessment [899, 923], and recent whole-genome SARS-CoV-2 sequences. A total of 296 187 

SARS-CoV-2 genomes, obtained from samples collected between 1 November, 2020 and 28 

February, 2021 were obtained from the GISAID database [752] on 7 March, 2021. Only 

complete genomes with high coverage for which the collection date was available were 

selected, and genomes with low coverage were excluded. Additionally, genomes containing 

undetermined nucleotides “N” and degenerate nucleotides were excluded from the dataset to 

retain only high-quality genomes (154 489 genomes) (Supplementary File S7.1 and S7.2). 

These genomes were divided per month according to their collection date (November: 13 678 

genomes; December: 41 128 genomes; January: 58 484 genomes; February: 41 199 

genomes). From these datasets, SCREENED performed a two-step BLAST approach to find 

in each genome the complete amplicon sequence targeted by the ORF1a and RdRp_IP4 

primers and probe sets, and subsequently produced mismatch statistics from the hybridization 

between the nucleotides of the primers and probes and their corresponding annealing sites in 

the amplicon. Based on these mismatch scores, SCREENED considered that a theoretical 

positive RT-ddPCR signal was produced if no mismatch in the first five nucleotides of the 3’ 

end of the primers was reported, if the total number of reported mismatches did not exceed 

10% of the oligonucleotide length and if at least 90% of the oligonucleotide sequence aligned 

correctly to their targets. For the primers and probes evaluated here, this resulted in no more 

than one or two mismatches being tolerated. These criteria were selected because it has been 

previously reported that two or more mismatches can lead to potential total test failure, 

especially if located at the 3’ end [925, 926]. Two mismatches or less can result in potential 

loss of sensitivity but is less likely to lead to total test failure. For each analysed SARS-CoV-2 

genome, a negative SCREENED detection signal was considered as a theoretical FN result, 

which was used for the in silico inclusivity evaluation (Equation (1)):  

Inclusivity (%) = (1 - (Number of FN / Total Number of high quality SARS-CoV-2 genomes)) x 100 (1) 

FASTA files for November, December, January and February containing 13 678, 41 128, 

58 484 and 41 199 SARS-CoV-2 genomes, respectively (Accession ID: Supplementary File 

S7.1), and a tab-delimited text file (Supplementary File S7.3), containing the primer and probe 

sequences and their corresponding amplicon sequence to be mined in the genomes, were 

used as input for SCREENED. 
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7.2.2. Development of RT-ddPCR method for the detection of SARS-

CoV-2 

The RT-ddPCR assay was evaluated using purified RNA from the SARS-CoV-2 virus 

(Vircell, Granada, Spain – MBC137-R). The RT-ddPCR was performed using the One-Step 

RT-ddPCR Advanced Kit for Probes (Bio-Rad, Hercules, CA, USA). All the components from 

the kit were thawed on ice for 30 min and thoroughly mixed by vortexing each tube at maximum 

speed for 30 seconds. The reagents were made into larger master mixes and then aliquoted 

into individual reactions. Each reaction had a total volume of 22 µL that was set up on ice, 

including 0.99 µL of each primer with an initial concentration of 20 µM and 0.55 µL of each 

probe with an initial concentration of 10 µM, 1.1 µL of 300 mM DTT, 0.14 µL of dH2O, 2.2 µL 

Reverse Transcriptase, 5.5 µL One-Step Supermix and 8 µL of sample. The primers were 

obtained from Eurogentec (Seraing, Belgium), while the ZEN-probes were supplied by 

Integrated DNA Technologies (Coralville, IA, USA). According to the manufacturer’s 

instructions, 20 µL of the reaction mix and 70 µL of Droplet Generation Oil for Probes were 

loaded into a QX200TM droplet generator (Bio-Rad) and to increase the number of droplets, 

the cartridge was kept for two min at room temperature. After the droplet generation, 40 µL of 

droplets were recovered per reaction. The amplification was performed in a T100TM Thermal 

Cycler (Bio-Rad) with the following conditions: one cycle at 25 °C for 3 min, one cycle at 50 °C 

for 60 min (RT), one cycle at 95 °C for 10 min (Taq polymerase activation); 40 cycles at 95 °C 

for 30 seconds (denaturation), 55 °C for 60 seconds (annealing); one cycle at 98 °C for 10 min 

(enzyme inactivation) and finally one cycle at 4 °C for 30 min (stabilization). Next, the plate 

was transferred to the QX200 reader (Bio-Rad) and the results were acquired using the HEX 

and FAM channel, according to the manufacturer’s instructions. The QuantaSoft software 

v1.7.4.0917 (Bio-Rad) was used for the interpretation of the results and the threshold was set 

manually. 

7.2.3. Validation of the specificity of the RT-ddPCR assay for SARS-

CoV-2 

The specificity of the method was experimentally established using a set of DNA and RNA 

controls from Bacillus subtilis Si0005 (Sciensano collection, Brussels, Belgium), Escherichia 

coli LMG 2092T (BCCM collection, Brussels, Belgium), Aspergillus acidus IHEM 26285 (BCCM 

collection), Candida cylindracea MUCL 041387 (BCCM collection) and Zea mays (ERM-

BF413ak). These were extracted as described in Fraiture et al., 2020 [927]. Additionally, Homo 

sapiens (Promega, G3041) and viruses including SARS-CoV (Vircell, MBC136-R), MERS-CoV 

(Vircell, MBC132), influenza H1N1 (Vircell, MBC082), influenza H3 (Vircell, MBC029), 
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influenza B (Vircell, MBC030), adenovirus (Vircell, MBC001), enterovirus D68 (Vircell, 

MBC125), norovirus (Vircell, MBC111), respiratory syncytial virus A (RSV A) (Vircell, 

MBC041), rhinovirus (Vircell, MBC091), rotavirus (Vircell, MBC026), coronavirus OC43 

(Vircell, MBC135-R) and coronavirus 229E (Vircell, MBC090) were used. The SARS-CoV-2 

RNA (Vircell, MBC137-R) was used as a positive control. Each material was tested in duplicate 

and included 200 copies/µL for the viruses, while the bacterial, fungal, plant and human DNA 

contained 2 ng/µL.  

7.2.4. Validation of sensitivity of the RT-ddPCR assay for SARS-CoV-2 

The evaluation of the sensitivity was carried out using serial dilutions of purified RNA from 

the SARS-CoV-2 virus. Seven serial dilutions were prepared, ranging from 0.5 to 200 

copies/µL, and each dilution was tested in 12 replicates. The limit of detection (LOD95%) was 

calculated using the web application Quodata with the number of copies of the target that is 

required to ensure a probability of detection (POD) of 95% [928]. 

7.2.5. Applicability assessment 

To assess the applicability of this RT-ddPCR assay on non-artificial samples, five samples 

collected from patients showing clinical signs of COVID-19 were collected. From these five 

samples, three samples (clinical samples 1, 2, 3) previously tested positive for SARS-CoV-2 

with RT-qPCR, with a high, moderate and low Cq, while two tested negative for SARS-CoV-2 

(clinical samples 4, 5) (Supplementary File S7.4). The clinical samples were obtained from a 

biobank (allowed by the Biobank compendium of the Federaal Agentschap voor 

Geneesmiddelen en Gezondheidsproducten [929]). All experiments were performed in 

accordance with relevant guidelines and regulations. In addition, three wastewater samples 

(wastewater sample 1, 2, 3) were included that also previously tested positive for the SARS-

CoV-2 virus with RT-qPCR, with a high, moderate and low Cq (see Supplementary File S7.4). 

Due to the high concentration of clinical sample 3, the sample was diluted 80 times. 

Consequently 0.1 µL of sample and 7.9 µL of dH2O were used in the reaction (dilution: 80X). 
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7.3. Results 

7.3.1. In silico inclusivity evaluation for the ORF1a and RdRp_IP4 

assays using SCREENED 

The ORF1a and RdRp_IP4 assays were evaluated for their inclusivity with four datasets 

corresponding to the months November 2020, December 2020, January 2021 and February 

2021 (Table 7.2) using 13 678, 41 128, 58 484 and 41 199 SARS-CoV-2 genomes, 

respectively. Both for the ORF1a and RdRp_IP4 assays, excellent inclusivity was obtained for 

the four datasets, because all assays had an inclusivity of more than 99.5%. The little variation 

observed between the months can mainly be attributed to random and rare mutation events 

that did not spread in the viral population. 

Table 7.2. Inclusivity in silico evaluation of ORF1a and RdRp_IP4 assays obtained with SCREENED.  

Month Number of genomes Assay FN Inclusivity 

November 13 678 RdRp_IP4 20 99.85% 

ORF1a 17 99.88% 

December 41 128 RdRp_IP4 21 99.95% 

ORF1a 95 99.77% 

January 58 484 RdRp_IP4 52 99.91% 

ORF1a 67 99.89% 

February 41 199 RdRp_IP4 31 99.92% 

ORF1a 28 99.93% 

The number of genomes that were used in SCREENED are indicated per month. Additionally, the number of False 

Negative results and the inclusivity are included per assay per month. FN = False Negative 

In addition, it was verified that when an FN result was obtained for a given genome, this 

was limited to either only the forward or reverse primer or the probe. Moreover, if an FN result 

was obtained for a genome for one of the assays, a positive signal was obtained for the other 

assay. Consequently, the inclusivity of the multiplex method using the combination of the 

ORF1a assay and RdRp_IP4 assay is 100%. 

Finally, the dataset included 33 611 and 293 genomes belonging to the B.1.1.7 and 

B.1.351 lineage, respectively. The number of FN that were attributed to these lineages was 

limited to 0, 1, 6 and 7 for ORF1a assay and 0, 1, 22 and 21 for the RdRP_IP4 assay on a total 

of 18, 103, 7291 and 26 199 genomes belonging to the B.1.1.7 lineage in the months 

November 2020, December 2020, January 2021 and February 2021, respectively. For the 

B.1.351 lineage, the number of FN was limited to 0 for the ORF1a assay and 0, 1 and 0 for the 

RdRP_IP4 assay on a total of 21, 138, and 134 genomes belonging to B.1.1.7 in the months 
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December 2020, January 2021 and February 2021. No genomes belonging to the B.1.351 

lineage were included from the month November 2020. 

7.3.2. Specificity assessment 

The specificity of the RT-ddPCR method was experimentally tested for each positive and 

negative material (Table 7.3). SARS-CoV-2 RNA was used as a positive control, while four 

closely related coronaviruses, 10 other viruses, human DNA, plant (Zea mays), two bacteria 

and two fungi were used as negative controls. Excellent exclusivity was observed because no 

amplification was observed for all negative controls, while the positive control presented an 

amplification (Table 7.3).  

Table 7.3. Specificity assessment of the developed RT-ddPCR method.  

Kingdom Genus Species Strain number RT-ddPCR 

Animalia Homo sapiens / - 

Plantae Zea mays / - 

Bacteria Bacillus subtilis SI0005 - 

Escherichia  coli MB1068 - 

Fungi Aspergillus acidus  26285 - 

Candida  cylindracea 041387 - 

 Family Species RT-ddPCR 

Viruses Picornaviridae Rhinovirus B - 

Reoviridae Rotavirus - 

Orthomyxoviridae Influenza A (H1N1) - 

Orthomyxoviridae Influenza A (H3) - 

Orthomyxoviridae Influenza B - 

Adenoviridae Adenovirus - 

Picornaviridae Enterovirus D68 - 

Caliciviridae Norovirus - 

Pneumoviridae RSV A - 

Coronaviridae SARS-CoV - 

Coronaviridae MERS-CoV - 

Coronaviridae Corona OC43 - 

Coronaviridae Coronavirus control - 

Coronaviridae SARS-CoV-2 + 

The absence and presence of amplification is symbolized by a - or +, respectively. The RT-ddPCR method was 

performed in duplicate on each sample. As positive control SARS-CoV-2 RNA was included. 
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7.3.3. Sensitivity assessment 

The sensitivity of the designed RT-ddPCR method was tested using SARS-CoV-2 RNA 

with different estimated target copy numbers, namely 200, 50, 25, 10, 5, 1, 0.5 and 0 copies/µL. 

An amplification for all 12 replicates was observed until five estimated target copies/µL (Table 

7.4). The LOD95% for the ORF1a assay was determined at 4.57 [2.74,7.61] estimated target 

copies/µL, while the RdRp_IP4 assay proved to be more sensitive with a LOD95% of 1.59 

[0.95,2.67] estimated target copies/µL. Notably, in 4/12 and 9/12 replicates for the ORF1a 

assay and RdRp_IP4 assay, respectively, it also tested positive for samples with an estimation 

of 0.5 and 1 copies/µL (Table 7.4, Supplementary Files S7.5 and S7.6). 

Table 7.4. Sensitivity assessments of the developed RT-ddPCR method  

Estimated target 
copy number 

Sensitivity assessment (ORF1a) Sensitivity assessment (RdRp_IP4) 

200 copies/µL 

+ 

(12/12) 

117.59 ± 7.68 copies/µL 

+ 

(12/12) 

138.46 ± 8.44 copies/µL 

50 copies/µL 

+ 

(12/12) 

25.53 ± 8.02 copies/µL 

+ 

(12/12) 

27.98 ± 7.82 copies/µL 

25 copies/µL 

+ 

(12/12) 

10.95 ± 2.37 copies/µL 

+ 

(12/12) 

12.54 ± 1.95 copies/µL 

10 copies/µL 

+ 

(12/12) 

4.45 ± 0.82 copies/µL 

+ 

(12/12) 

4.70 ± 1.06 copies/µL 

5 copies/µL 

+ 

(12/12) 

1.82 ± 0.66 copies/µL 

+ 

(12/12) 

2.20 ± 0.90 copies/µL 

1 copies/µL 

+ 

(4/12) 

0.11 ± 0.16 copies/µL 

+ 

(9/12) 

0.37 ± 0.29 copies/µL 

0.5 copies/µL 

+ 

(4/12) 

0.19 ± 0.31 copies/µL 

+ 

(9/12) 

0.48 ± 0.44 copies/µL 

0 copies/µL 
- 

(0/12) 

- 

(0/12) 

The absence and presence of amplification are indicated by - or +, respectively. For each estimated target copy 

number, 12 replicates were tested and the number of positive replicates is indicated between brackets at the middle 

line of each box. In addition, the average of the observed copies/µL (± the standard deviation, as obtained with the 

RT-ddPCR measurement, is indicated between brackets at the lower line.  
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7.3.4. Applicability assessment 

The presence and quantity of SARS-CoV-2 was investigated in five clinical 

(nasopharyngeal swabs) and three wastewater samples. Among the five clinical samples, 

three samples tested positive for both the ORF1a and RdRp_IP4 assay (Table 7.5). The three 

wastewater samples also tested positive for SARS-CoV-2 (Table 7.5). These detection results 

corresponded to their previous results obtained with RT-qPCR, where wastewater sample 1 

and clinical sample 1 had the lowest concentration, while wastewater sample 3 and clinical 

sample 3 had the highest concentration. The detailed results of the RT-ddPCR method on the 

clinical and wastewater samples are presented in Table 7.5 and Supplementary File S7.7. 

Table 7.5. SARS-CoV-2 investigation in clinical samples and wastewater samples.  

Sample SARS-CoV-2 (ORF1a) 
SARS-CoV-2 
(RdRp_IP4) 

RT-qPCR 

Wastewater sample 1 
+ 

2.48 copies/µL 

+ 

1.93 copies/µL 
+ 

Wastewater sample 2 
+ 

6.33 copies/µL 

+ 

2.20 copies/µL 
+ 

Wastewater sample 3 
+ 

29.43 copies/µL 

+ 

36.29 copies/µL 
+ 

Clinical sample 1 
+ 

2.75 copies/µL 

+ 

2.75 copies/µL 
+ 

Clinical sample 2 
+ 

26.13 copies/µL 

+ 

32.18 copies/µL 
+ 

Clinical sample 3 
+ 

88440 copies/µL 

+ 

91080 copies/µL 
+ 

Clinical sample 4 - - - 

Clinical sample 5 - - - 

The sample name and the kind of sample are given in addition to the results of the detection of SARS-CoV-2 using 

the ORF1a assay and the RdRp_IP4 assay. The presence or absence of PCR amplification is symbolized by + or 

- respectively. For each RT-ddPCR, the observed copies/µL is given between brackets. Detailed results from the 

RT-qPCR can be found in Supplementary File S7.4. 

7.4. Discussion 

Using a total of 154 489 SARS-CoV-2 high-quality genomes, two simplex RT-qPCR 

assays that were designed previously to target the conserved regions of ORF1a and RdRp 

genes were selected for the development of a novel RT-ddPCR multiplex assay for the 

detection and quantification of SARS-CoV-2. The main advantage of targeting two regions is 

to anticipate FN results that could occur due to mutations that lead to possible mispriming of 

the primers and/or probes, and consequently to a lack of viral detection. Indeed, FN results 

have been reported previously in clinical samples due to the genetic evolution of the virus [400, 
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923, 930]. The use of multiple targets for the detection of the viral genome [931–933] can 

reduce the impact of FN results related to viral mutations in the region of the annealing of the 

primers and/or probe. The failure of one region can be compensated for by the detection of the 

other, as was shown in this study for the in silico evaluation. Evidently, in the case of a false 

negative result for one of the targets, further investigation is necessary to identify the mutation 

causing the false negative result by sequencing the sample. Furthermore, the primers and 

probe should then be adapted to minimize the impact on the test. 

During the development of any new method for pathogen detection, it is of utmost 

importance to carefully assess its specificity, i.e., inclusivity and exclusivity. For inclusivity, a 

large number of various strains belonging to the targeted organism should ideally be tested. 

However, in the case of SARS-CoV-2, it is difficult to obtain a representative collection of all 

the circulating strains, and to test it experimentally. To overcome this issue, the specificity 

evaluation can be carried out in silico using bioinformatics and the large number of SARS-

CoV-2 high-quality sequences publicly available, as previously performed for ORF1a and 

RdRp_IP4 assays [920, 921]. Moreover, after development, the detection assays need to be 

under constant monitoring over time, because the virus evolves and a mutation could be 

introduced within these targets. Currently, several new SARS-CoV-2 variants have emerged, 

carrying an unusually high number of mutations, and assessing all assays for FN is important. 

Therefore, in the present study, the latest WGS published data of SARS-CoV-2 (154 489 high-

quality whole-genome sequences) were used to perform an in silico analysis of ORF1a and 

RdRp_IP4 assays, which both showed excellent results, i.e., an inclusivity of more than 99.5% 

from the beginning of November 2020 to the end of February 2021. Hence, no new mutations 

impacted the inclusivity, including the mutations linked to the variants of concern that emerged 

at the end of 2020. Most of the primers and probe sets used in other multi-target RT-ddPCR 

assays developed for SARS-CoV-2 detection [904, 912, 914, 916, 918] have also been 

previously analysed for their inclusivity using the same in silico approach [899, 923]. Most of 

these sets showed excellent inclusivity results (>99%), except for the primers and probe set 

targeting the gene N (June-December 2020: 63.89% inclusivity) used in Kinloch et al. and Suo 

et al., and initially designed by the China CDC [899, 923]. Therefore, the N target used in these 

assays should preferably not be chosen for developing SARS-CoV-2 detection methods. 

Concerning the exclusivity, this one has also been previously evaluated in silico for ORF1a 

and RdRp_IP4 assays successfully, with thousands of non-SARS-CoV-2 genomes [899]. 

Additionally, following the earlier in silico specificity assessment, a minimal experimental set-

up was designed to evaluate the performance of the developed method. First, using a set of 

DNA and RNA references, the exclusivity of ORF1a and RdRp_IP4 assays was successfully 

confirmed, with no false positives detected for other viral, bacterial, plant and human RNA and 
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DNA, including closely related viruses such as SARS-CoV, MERS-CoV and coronavirus 

OC43. This result was expected based on the in silico analysis using the primer and probes 

selected in the present study performed by Gand et al. [899], where a 100% exclusivity was 

observed for these two assays, including closely related viruses. In contrast, the specificity of 

most other RT-ddPCR methods currently published were not experimentally evaluated using 

non-target DNA, such as that from bacteria [904, 912, 914, 916, 918].  

Secondly, the sensitivity of our method was estimated at 4.6 and 1.6 estimated target 

copies/µL (LOD95%) for the ORF1a and RdRp_IP4 assays, respectively. This means that false 

negative results can possibly occur in the case of samples with a lower viral load than the 

LOD95%; however, positive results are still possible, as observed in both the sensitivity and 

applicability assessment. Although other targets were used by most other previously published 

RT-ddPCR methods, similar LODs were observed [934]. When comparing the LOD to RT-

qPCR methods, the RdRp_IP4 assay using RT-ddPCR was found to be more sensitive 

compared to using RT-qPCR for the same target, with LOD95% of 7.9 estimated copies/µL 

[934]. Information on the LOD of RT-qPCR could not be found in the literature for the ORF1a 

assay. In Suo et al. [904], it was demonstrated that negative RT-qPCR results could be 

identified as positive when repeating the analysis with the optimised RT-ddPCR targeting the 

ORF1ab and N gene. In Alteri et al. [913], Deiana et al. [914], de Kock et al. [912] and Kinloch 

et al. [918], targeting the RdRP gene, ORF gene, E gene and N gene, the RT-ddPCR assay 

was found to be more sensitive than the RT-qPCR assay. Therefore, we expect that this RT-

ddPCR assay would be at least as sensitive or even more sensitive [904, 912, 918] compared 

to RT-qPCR. In this study, no comparison could be made between the RT-qPCR methods 

used to characterise the clinical and wastewater samples (Supplementary File S7.4) and the 

developed ddPCR method, because different primers and probes were used.  

In addition, a preliminary assessment of the applicability of the method was performed on 

RNA extracted from nasopharyngeal swabs and wastewater samples. The samples were 

selected on the basis of their different target concentrations, according to Cq values (low, 

medium and high) previously obtained by RT-qPCR (reflecting, respectively, high, medium and 

low contamination levels), and their different origins. The main goal of this experimental design 

was to evaluate a potential matrices effect on the PCR results using a minimum number of 

samples. The positive results obtained in low Cq samples using our newly developed RT-

ddPCR method suggest a sensitivity of at least as high as the RT-qPCR assays used for these 

samples. Although the price of the RT-ddPCR method was calculated at approximately EUR 

6.5 per sample, which is indeed more expensive compared to most RT-qPCR methods, RT-

ddPCR reduces the work in the case of absolute quantification. One of the advantages of using 

RT-ddPCR instead of RT-qPCR is also the absolute quantification of the viral RNA without 
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calibration, which enables comparison between different assays and laboratories without the 

necessity of a standard curve. Additionally, the accuracy of the RT-ddPCR methods should be 

less influenced by the inhibitors that are often present in wastewater samples. However, there 

are some drawbacks to RT-ddPCR, such as the longer turnaround time of the RT-ddPCR 

compared to RT-qPCR. Moreover, clinical samples may contain a high virus concentration that 

would need to be diluted in the RT-ddPCR method. The possible repetition of the detection of 

the samples that need to be diluted takes more time and makes the RT-ddPCR method a less 

appropriate method for routine surveillance. However, the virus concentration in wastewater 

samples is often low, making dilutions often unnecessary. Moreover, the lower impact of 

inhibition on the RT-ddPCR method makes it an appropriate method for wastewater 

surveillance. Due to its absolute quantification, the RT-ddPCR method can also be used to 

evaluate the performances in different laboratories for the inter-laboratory reproducibility and 

cross-validation of the methods. Because of its potential higher sensitivity, it could also 

complement the current RT-qPCR diagnostics to improve the rapid identification of SARS-

CoV-2 infections, by detecting the virus before the virus concentration peak is reached and 

antibodies appear in a diagnostic sample. 

In addition to the successful development and validation of the proposed multiplex RT-

ddPCR method, a methodology to systematically evaluate and monitor PCR-based methods 

targeting evolving viruses such as SARS-CoV-2 is provided in this manuscript. This 

methodology includes a method performance assessment in terms of specificity (in silico and 

experimentally tested), sensitivity and applicability. The main added value of this methodology 

is related to the first in silico inclusivity assessment step, using a large set of SARS-CoV-2 

strains with a high level of diversity, which is not experimentally achievable by collecting 

samples and testing them. Indeed, even by testing a large collection of samples, laboratories 

are not able to test a representative collection of samples that deals with this diversity that is 

continuously evolving and that needs to be seen not only locally but worldwide. Therefore, we 

believe that at the present time, this first in silico inclusivity assessment step is essential for 

the development and validation of PCR-based methods targeting the virus, as well as for its 

continuous evaluation using the newest available WGS data, which are generated over time. 

Moreover, an additional added value of this methodology is related to the essential 

experimental testing. Indeed, for the sake of efficiency and simplicity, it should be designed to 

use a minimal number of critical samples (as proposed in the present study) to assess the 

performance of the methods (specificity, sensitivity, applicability).
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 ESTABLISHING QUALITY 

CRITERIA TO CHARACTERISE SARS-COV-2 

AND ITS VARIANTS IN NGS DATA 

Context of this chapter: 

This chapter illustrates the added value of using NGS for the surveillance of SARS-CoV-

2 based on wastewater sampling. Although RT-qPCR and RT-ddPCR methods are fast, 

simple and relatively inexpensive methods, these methods are ill suited to detect newly 

emerging variants. RT-qPCR and RT-ddPCR methods have been developed to detect a 

selection of the mutations assigned to specific variants of concern. However, a variant 

typically contains multiple mutations that sometimes overlap with other variants. Therefore, 

an additional step of whole genome sequencing is required to fully characterise the variant’s 

sequence. This chapter is a first step to explore SARS-CoV-2-targeted nucleotide 

sequencing of wastewater as an epidemiological surveillance method to estimate the 

prevalence, the genetic diversity and geographical distribution of SARS-CoV-2. Few quality 

criteria are available when sequencing wastewater samples, and these are generally only 

applicable for consensus sequence construction. Therefore, the previously developed low-

frequency variant detection workflow for influenza from Chapter 6 was adapted for the 

detection of several SARS-CoV-2 variants in wastewater samples. By using in silico modified 

sequencing data, thresholds for the allelic frequency and coverage were established. The 

work developed in this chapter, is to our knowledge, the first study paving the way for the 

detection and quantification of several variants including minority variants in wastewater. 
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Abstract: 

The ongoing COVID-19 pandemic, caused by SARS-CoV-2, constitutes a tremendous 

global health issue. Continuous monitoring of the virus has become a cornerstone to make 

rational decisions on implementing societal and sanitary measures to curtail the virus 

spread. Additionally, emerging SARS-CoV-2 variants have increased the need for genomic 

surveillance to detect particular strains because of their potentially increased transmissibility, 

pathogenicity and immune escape. Targeted SARS-CoV-2 sequencing of diagnostic and 

wastewater samples has been explored as an epidemiological surveillance method for the 

competent authorities. Currently, only the consensus genome sequence of the most 

abundant strain is taken into consideration for analysis, but multiple variant strains are now 

circulating in the population. Consequently, in diagnostic samples, potential coinfection(s) 

by several different variants can occur or quasispecies can develop during an infection in an 

individual. In wastewater samples, multiple variant strains will often be simultaneously 

present. Presently, quality criteria are mainly available for constructing the consensus 

genome sequence, and some guidelines exist for the detection of coinfections and 

quasispecies in diagnostic samples. The performance of detection and quantification of low-

frequency variants using whole genome sequencing (WGS) of SARS-CoV-2 remains largely 

unknown. Here, we evaluated the detection and quantification of mutations present at low 

abundances using the mutations defining the SARS-CoV-2 lineage B.1.1.7 (alpha variant) 

as a case study. Real sequencing data were in silico modified by introducing mutations of 

interest into raw wild-type sequencing data, or by mixing wild-type and mutant raw 

https://doi.org/10.3389/fmicb.2021.747458
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sequencing data, to construct mixed samples subjected to WGS using a tiling amplicon-

based targeted metagenomics approach and Illumina sequencing. As anticipated, higher 

variation and lower sensitivity were observed at lower coverages and allelic frequencies. We 

found that detection of all low-frequency variants at an abundance of 10%, 5%, 3% and 1%, 

requires at least a sequencing coverage of 250X, 500X, 1500X and 10,000X, respectively. 

Although increasing variability of estimated allelic frequencies at decreasing coverages and 

lower allelic frequencies was observed, its impact on reliable quantification was limited. This 

study provides a highly sensitive low-frequency variant detection approach, which is publicly 

available at https://galaxy.sciensano.be, and specific recommendations for minimum 

sequencing coverages to detect clade-defining mutations at certain allelic frequencies. This 

approach will be useful to detect and quantify low-frequency variants in both diagnostic (e.g., 

coinfections and quasispecies) and wastewater (e.g., multiple VOCs) samples. 

8.1. Introduction 

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is the causative agent 

of the ongoing COVID-19 pandemic [935]. To limit the spread of disease, governments were 

forced to take drastic measures due to the high potential for human-to-human transmission 

and the lack of immunity in the population [936]. SARS-CoV-2 spreads very easily during close 

person-to-person contact [937]. Consequently, the individual diagnostic testing for SARS-CoV-

2 on respiratory samples using reverse transcription quantitative polymerase chain reaction 

(RT-qPCR) is essential for the diagnosis of patients presenting COVID-19 symptoms for 

appropriate clinical treatment and isolation, as well as for tracing potential contact 

transmissions, including asymptomatic individuals. Systematic individual SARS-CoV-2 

diagnostics are also used to test certain population cohorts, such as primary caregivers, to 

avoid transmission of the virus to vulnerable people, such as the elderly [938].  

Data from individual diagnostics are also collected and analysed for surveillance by 

National Reference Centres to assist governments to monitor the epidemiological situation. 

The efficiency of this strategy for epidemiological monitoring depends greatly on the extent of 

testing the complete population. Additionally, it may be biased by the willingness of individuals, 

covering all population ages, to get tested, whether individuals are aware of being infected, 

and visitors to a certain country not always being included in the testing strategy. Moreover, 

despite having a relatively low per-sample cost, the high volume of required tests incurs 

substantial costs for public health systems for which testing capacities can be exceeded during 

periods of intense circulation of the virus [939]. The detection of newly emerging SARS-CoV-

2 strains may be delayed by the lack of testing during such periods. As SARS-CoV-2 virus 
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particles and mRNA have been isolated from faeces of COVID-19 patients [940, 941], 

monitoring of wastewater for SARS-CoV-2 has been explored as a complementary and 

independent alternative for epidemiological surveillance for the competent authorities [942]. 

Various studies have observed an association between an increase in reported COVID-19 

cases and an increase of SARS-CoV-2 RNA concentrations in wastewater [414, 415]. 

Wastewater-based monitoring could therefore be a cost-effective, non-invasive, easy to 

collect, and unbiased approach to track circulating virus strains in a community [943]. 

Compared to clinical surveillance, wastewater surveillance could also provide opportunities to 

estimate the prevalence of the virus and assess its geographical distribution and genetic 

diversity [416, 417], and can be used as a non-invasive early-warning system for alerting public 

health authorities to the potential (re-)emergence of COVID-19 infections [944]. Alternatively, 

the absence of the virus in wastewater surveillance could indicate that an area can be 

considered at low risk for SARS-CoV-2 infections [942]. 

Although the mutation rate of SARS-CoV-2 is estimated as being low compared to other 

RNA viruses [896], several new variants carrying multiple mutations have already emerged. 

Some of these variants are characterised by a potential enhanced transmissibility, and can 

cause more severe infections and/or potential vaccine escape [262–264, 272, 898]. 

Consequently, monitoring current and potential future variants is crucial to control the epidemic 

by taking timely measures because these variants can affect epidemiological dynamics, 

vaccine effectiveness and disease burden.  

To monitor SARS-CoV-2 variants, RT-qPCR methods were designed to detect a selection 

of the mutations that define specific variants of concern (VOCs). VOCs, are, however defined 

by a combination of multiple mutations and only few mutations can be targeted by RT-qPCR 

assays. This approach is not sustainable because it is likely that the ongoing vaccination and 

increased herd immunity will result in the selection of new mutations and emergence of new 

VOCs [945], as has been observed with other viruses [121, 946]. Since only a few mutations 

can be targeted by a RT-qPCR assay, an additional step of whole genome sequencing (WGS) 

is required to fully confirm the variant’s sequence [947].  

Whole genome sequencing has been used to understand the virus evolution, 

epidemiology and impact of SARS-CoV-2 resulting in, as of July 2021, more than 2,000,000 

publicly available SARS-CoV-2 genome sequences, mainly derived from respiratory samples 

that are frequently submitted to the Global Initiative on Sharing Avian Influenza Data (GISAID) 

database [752]. Most of these sequences were obtained using amplicon sequencing in 

combination with the Illumina or Nanopore technology, with Illumina still being the most 

commonly used method [752, 948]. This large amount of genomes allows reliable detection of 

variants based on the consensus genome sequence in patient samples [387, 949–951]. The 
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European Centre for Disease Prevention and Control (ECDC) has defined several quality 

criteria for diagnostic samples depending on the application. For most genomic surveillance 

objectives, a consensus sequence of the (near-)complete genome is sufficient and a minimal 

read length of 100 bp and minimal coverage of 10× across more than 95% of the genome is 

recommended. To reliably trace direct transmission and/or reinfection, a higher sequencing 

coverage of 500× across more than 95% of the genome is recommended for determining low-

frequency variants (LFV) that can significantly contribute to the evidence for reinfection or 

direct transmission. In-depth genome analysis, including recombination, rearrangement, 

haplotype reconstruction and large insertions and deletions (indel) detection, should be 

investigated using long-read sequencing technologies with a recommended read length of 

minimally 1000 bp and a sequencing coverage of 500× across more than 95% of the genome 

[615]. A few studies evaluated quasispecies in diagnostic samples by only evaluating positions 

with a minimum depth of 100× [952], by employing a minimum AF of 2% and a minimum depth 

of 500× [953] or by using LoFreq with a false discovery rate cut-off of 1%, minimum coverage 

of 10×, dynamic Bonferroni correction for variant quality and strand bias filtering [954]. Due to 

the high cost of sequencing large quantities of samples from individual patients, samples that 

tested positive for a selection of mutations related to VOCs using RT-qPCR and have a 

sufficiently high viral load are typically sequenced. Consequently, only a subset of all 

circulating variants is detected during routine clinical surveillance. Since wastewater samples 

contain both SARS-CoV-2 RNA from symptomatic and asymptomatic individuals, sequencing 

wastewater samples can provide a more comprehensive picture of the genomic diversity of 

SARS-CoV-2 circulating in the population compared to individual diagnostic testing and 

sequencing. Wastewater surveillance of SARS-CoV-2 may therefore be of considerable added 

value for SARS-CoV-2 genomic surveillance by providing a cost-effective, rapid, and reliable 

source of information on the spread of SARS-CoV-2 variants in the population.  

Sequencing of wastewater samples is, however, currently mainly used to reconstruct the 

consensus genome sequence of the most prevalent SARS-CoV-2 strain in the sample and 

LFV are often not investigated [414, 955–957]. This consensus sequence can be useful to 

demonstrate that the detected strain in wastewater corresponds to the dominant strain that 

circulates in individuals within the same community [956]. However, similarly to diagnostic 

samples, only limited quality criteria are in place when sequencing wastewater samples and 

those available often only apply for consensus sequence construction. The EU recommends 

the generation of one million reads per sample and a read length of more than 100 bp [942]. 

A few studies evaluated LFV in wastewater samples, by using local haplotype reconstruction 

with ShoRAH [958] or iVar and setting up a minimum coverage of 50×, Phred of ≥30 and a 

minimal allelic frequency (AF) of 10% [409] or a minimum base quality filter of 20 with a 
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minimum coverage of 100× [959]. However, none of these studies evaluated their approach 

on well-defined populations nor determined detection thresholds for retaining LFV. Since 

multiple VOCs may co-circulate in a given population, their relative abundance is expected to 

vary and potentially be very low in wastewater samples. While genome consensus variant 

calling workflows can only identify mutations present at high AFs, LFV calling methods have 

been specifically designed to call mutations at lower-than-consensus AFs, and are required to 

detect VOCs in wastewater samples that are present at an AF below 50%. Appropriate tools 

and statistical approaches should be provided to ensure reliable and comparable collection 

and analysis of data, because the detection of LFV is challenging due to the drop in confidence 

of called mutations at low AFs and sequencing coverages [659, 960, 961]. High-quality 

sequencing reads are required to ensure that single nucleotide variants (SNVs) and indels can 

be reliably called and quantified. Most LFV calling algorithms therefore consider multiple 

sequencing characteristics such as strand bias, base quality, mapping quality, sequence 

context, and AF [663] to delineate true variants from sequencing errors. Although the viral 

diversity in multiple WGS-based studies has been explored using several variant calling 

methods [754, 858, 863], they are often not benchmarked against defined viral populations, 

rendering the feasibility of using these methods for detecting SARS-CoV-2 VOCs in mixed 

samples for wastewater surveillance largely unknown. 

In this study, we evaluate the performance of LFV detection and quantification based on 

targeted SARS-CoV-2 sequencing for mutations present at low abundances via the Illumina 

technology. We used mutations that define the B.1.1.7 lineage as a proof of concept. Using 

two real sequencing datasets that were in silico modified by either introducing mutations of 

interest into raw wild-type sequencing datasets or mixing wild-type and mutant raw sequencing 

data, we provide guidelines for minimum sequencing coverages to detect clade-defining 

mutations at specific AFs. This approach can be used to detect and quantify LFV in diagnostic 

samples (e.g., to detect co-infections and quasispecies) and wastewater samples (e.g., to 

detect multiple strains circulating in the population). 

8.2. Methods 

8.2.1. Employed Sequencing Data and Generation of Consensus 

Genome Sequences 

SARS-CoV-2 raw sequencing data from 316 samples was downloaded from the 

Sequence Read Archive (SRA) [765]. A random selection of samples was done on the 27th of 

January 2021 from the COVID-19 Genomics UK (COG-UK) consortium (PRJEB37886) 
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including only samples with a submission date in January 2021, sequenced with Illumina 

Novaseq 6000 and using an amplicon-based enrichment strategy (Supplementary File S8.1).  

To ensure correct pairing of fastq files, all samples were re-paired using BBMap v38.89 

repair.sh with default settings [962] (Figure 8.1: Step 1). The consensus genome sequences 

were generated for all these samples (Figure 8.1: Step 2). The workflow was built using the 

Snakemake workflow management system using python 3.6.9 [963]. Next, the re-paired 

paired-end reads were trimmed using Trimmomatic v0.38 [610] setting the following options: 

“LEADING:10”, “TRAILING:10” “SLIDINGWINDOW:4:20”, and “MINLEN:40”. As reference 

genome for read mapping of the SRA samples, the sequence with GISAID accession number 

EPI_ISL_837246 was used for the wild-type samples, while EPI_ISL_747518 was used for the 

mutant samples. Both references were chosen based on the fact that they should have a 

complete genome according to GISAID. Additionally, these were chosen to be as close to the 

SRA data as possible based on their location of sampling (i.e., United Kingdom), sampling 

date that was in the same period as the data obtained from SRA (i.e., December 2020-January 

2021), and whether or not it was classified as belonging to the B.1.1.7 lineage. These reference 

genomes were indexed using Bowtie2-build v2.3.4.3 [625]. Trimmed reads were aligned to 

their respective reference genomes using Bowtie2 v2.3.4.3 using default parameters. The 

resulting SAM files were converted to BAM files using SAMtools view v1.9 [627] and sorted 

and indexed using the default settings of respectively SAMtools sort and SAMtools index v1.9. 

Using the sorted BAM file, a pileup file was generated with SAMtools mpileup v1.9 using the 

options “--count-orphans” and “--VCF”. Next, the variants were called with bcftools call v1.9 

using the options “-O z”, “--consensus-caller”, “--variants-only” and “ploidy 1”, and converted 

and indexed to uncompressed VCF files with respectively bcftools view v1.9 using the options 

“--output-type v” and bcftools index v1.9 using the option “--force”. Lastly, a temporary 

consensus sequence was generated using bcftools consensus v1.9 with default settings, 

providing the reference genome and produced VCF file as inputs. Afterward, the previous 

steps were repeated once with the same options using the generated temporary consensus 

sequence as fasta reference to generate the final consensus sequence. These sequences 

were used to confirm either the presence or absence of the clade-defining mutations of the 

B.1.1.7 mutant for both the mutant and wild-type samples respectively (Table 8.1). To extract 

the sequencing coverage for each position and subsequently calculate the median coverage 

for each sample, SAMtools depth v1.9 was used on the BAM files. Additionally, bamreadcount 

v0.8.01 (https://github.com/genome/bam-readcount) was run on all samples using the BAM 

files to determine the coverage at each position.  

https://github.com/genome/bam-readcount
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Table 8.1: Mutations linked to SARS-CoV-2 lineage B.1.1.7 [964]. The first, second, and third columns present 

respectively the gene name, cDNA-level mutation and protein-level mutation. The last column describes whether 

the position is covered by one or two amplicons from the enrichment panel (Supplementary Table S8.1). (*) One 

adaptation was observed for position 26 801. In the wild-type strains a G was observed in contrast to Rambaut et 

al. where a T was observed. (**) Due to the tiled amplicon approach used to amplify the samples prior to sequencing, 

the regions where amplicons overlapped resulted in a double coverage. Mutation C27972T was positioned in such 

an overlap in the wild-type, but not in the mutant. (WT = wild-type). 

Gene Nucleotide-level mutation Amino Acid-level 
mutation 

Number of amplicons 
covering the position? 

ORF1ab C913T Synonymous 1 

C3267T T1001I 1 

C5388A A1708D 1 

C5986T Synonymous 1 

T6954C I2230T 1 

11288-11296 deletion SGF 3675-3677 deletion 1 

C14676T Synonymous 1 

C15279T Synonymous 1 

C16176T Synonymous 2 

S 21765-21770 deletion HV 69-70 deletion 1 

21991-21993 deletion Y144 deletion 2 

A23063T N501Y 1 

C23271A A570D 1 

C23604A P681H 1 

C23709T T716I 1 

T24506G S982A 1 

G24914C D1118H 2 

M G26801C* Synonymous 1 

Orf8 C27972T Q27stop WT: 2; B.1.1.7: 1** 

G28048T R52I 1 

A28111G Y73C 2 

N G28280C 
A28281T 

T28282A 

D3L 2 

C28977T S235F 1 

From the initial 316 samples, ten mutant samples were selected that presented similar 

coverage depths at the positions of interest after normalisation (see below). These samples 

contained the mutations assigned to the B.1.1.7 variant. Ten wild-type samples were also 

chosen that did not contain any of these mutations (Table 8.1, Table 8.2) and also presented 

similar coverage depth at the positions of interest after normalisation. Lineage B.1.1.7, termed 

Variant of Concern (VOC) 202012/01 by Public Health England (PHE) [965], 20I/501Y.V1 by 

Nextstrain [260] and alpha variant by the World Health Organization [259], was first reported 

in the United Kingdom but became the dominant strain in many European countries until the 

emergence of the delta variant since mid-April 2021 [966]. The B.1.1.7 variant was found to be 
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more transmissible [262] and may cause more severe infections [263, 264]. Lineage B.1.1.7 is 

defined by multiple spike protein changes, including deletion 69-70 and deletion 144 in the N-

terminal domain, amino changes N501Y in the receptor-binding domain, and amino acid 

changes A570D, P681H, T716I, S982A, D1118H, as well as mutations in other genomic 

regions [265]. More recently PHE has reported B.1.1.7 cases with an additional mutation, 

E484K [965]. Median coverages of the selected samples were consistently high (minimum 

13,848×; maximum 36,255×) and median read lengths were always 221 and 201 for the 

forward and reverse reads respectively (Table 8.2). Additionally, as suggested by ECDC, more 

than 95% of the genome was covered by reads with a minimal coverage of 500× [615]. 

Table 8.2: List of SRA accession numbers used for employed wild-type and lineage B.1.1.7 samples in this 

study. Sample IDs, categorized as WT or mutant and the median coverage calculated using Samtools depth v1.9 

[627]. (WT = wild-type) 

Sample WT/lineage B.1.1.7 Median coverage 

ERR5058968 lineage B.1.1.7 13,848 

ERR5059033 lineage B.1.1.7 21,874 

ERR5059072 lineage B.1.1.7 14,628 

ERR5059092 lineage B.1.1.7 16,106 

ERR5059123 lineage B.1.1.7 17,349 

ERR5059204 lineage B.1.1.7 18,149 

ERR5059226 lineage B.1.1.7 22,194 

ERR5059238 lineage B.1.1.7 27,681 

ERR5059260 lineage B.1.1.7 23,975 

ERR5059282 lineage B.1.1.7 27,349 

ERR5039162 WT 20,071 

ERR5040499 WT 24,440 

ERR5059083 WT 18,220 

ERR5059114 WT 14,580 

ERR5059133 WT 19,866 

ERR5059154 WT 28,295 

ERR5059253 WT 23,798 

ERR5059257 WT 25,894 

ERR5059283 WT 36,255 

ERR5059286 WT 29,847 
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Figure 8.1: Schematic representation of the workflow. 
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8.2.2. Low-Frequency Variants Detection 

The absence of pre-existing wild-type and mutant LFV at the positions defining lineage 

B.1.1.7 (Table 8.1) was verified in both the mutant and wild-type samples (Figure 8.1: Step 3), 

respectively, by calling all LFV in these samples and subsequently checking the positions of 

interest. Python 3.6.9 was used with the packages pysam 0.16.0.1 [767] and numpy 1.19.5 

[967]. Each generated (final) consensus FASTA file for each sample coming from SRA was 

used as reference for its respective sample and indexed using SAMtools faidx v1.9 and 

Bowtie2-build v2.3.4.3. Bowtie2 v2.3.4.3 was then used to align the reads of each sample to 

its reference sequence, producing a SAM file that was converted into BAM using SAMtools 

view v1.9. Next, reads were sorted using Picard SortSam v2.18.14 [609] with the option 

“SORT_ORDER=coordinate” and Picard CreateSequenceDictionary v2.18.14 [609] was used 

to generate a dictionary of the reference FASTA file. Picard AddOrReplaceReadGroups 

v2.18.14 [609] was afterward run on the reads with the flags “LB”, “PL”, “PU” and “SM” set to 

the arbitrary placeholder value “test”. The resulting BAM files were indexed using SAMtools 

index v1.9 and used as input for GATK RealignerTargetCreator 3.7 [662], which was followed 

by indel realignment using GATK IndelRealigner v3.7 [662]. Next, generated BAM files were 

indexed using SAMtools index v1.9. The call function of the LoFreq v2.1.3.1 package [659] 

was used to call LFV in the BAM files and generate a VCF file using the options “--call-indels” 

and “--no-default-filter” and using the consensus sequence as reference to call LFV. Next, the 

unfiltered VCF file was filtered using the filter function of the LoFreq v2.1.3.1 package, setting 

the strand bias threshold for reporting a variant to the maximum allowed value by using the 

option “--sb-thresh 2147483647” to allow highly strand-biased variants to be retained, to 

account for the non-random distribution of reads due to the design of the amplification panel. 

All employed scripts are available in Supplementary File S8.2. Additionally, the workflow is 

also available at the public Galaxy instance of our institute at https://galaxy.sciensano.be as a 

free resource for academic and non-profit usage. The presence of the nucleotides assigned to 

the B.1.1.7 lineage or the wild-type (Table 8.1) was verified for the mutant and wild-type 

samples, respectively. Additionally, it was checked that there were no LFV at these positions, 

so that the wild-type nucleotide or mutant nucleotide was always present at 100% for the 

retained 10 WT and 10 mutant samples.   

https://galaxy.sciensano.be/
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8.2.2.1. Dataset 1: In silico Insertion of Mutations of Interest into Raw 

Sequencing Datasets 

For the first dataset (Figure 8.1: Step 4), all low-frequency single nucleotide 

polymorphisms (SNPs) were removed from the raw sequencing data of all samples. SNPs 

were removed using Jvarkit employing biostar404363 [968] by converting all nucleotides to the 

consensus fasta sequence. Next, all ten WT samples were down-sampled using “seqtk 

sample” with argument “-s100” (https://github.com/lh3/seqtk) to 14 different (median) 

coverages (100, 250, 500, 750, 1000, 1500, 2000, 2500, 3000, 3500, 4000, 4500, 5000, and 

10,000×). The 22 SNP mutations characteristic for the B.1.1.7 lineage (Table 8.1) were 

introduced at 26 different AF (mutant: 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 

8, 8.5, 9, 9.5, 10, 20, 30, 40, 50, and 100%) at the various coverages mentioned above 

employing biostar404363. This resulted in 10 samples at 364 conditions (i.e., combination of 

coverage and AF). Next, all reads containing indels were removed from these samples using 

SAMtools view v1.9. Finally, the three deletions associated with the B.1.1.7 lineage were 

introduced at the 26 AF mentioned above using BAMSurgeon 1.2 [969], which was adapted to 

decrease runtime, with the options “-p 10”, “--force”, “-d 0”, “--ignorepileup”, “--mindepth 1”, “--

minmutreads 1”, “--maxdepth 1000000”, “--aligner mem”, and “--tagreads”. A minority of reads 

that were lacking a mate in the targeted regions were removed by using an in-house script 

making use of Python 3.6.9 and the package pysam 0.16.0.1. Samples in BAM format were 

then converted back to FASTQ format using bedtools bamtofastq v2.27.1 [970]. Finally the 

LFV detection workflow (Figure 8.1: Step 3) described in section “Low-Frequency Variants 

Detection“ was used on these 10 samples for all 364 conditions using the FASTA file that was 

generated for the wild-type samples from SRA as reference with LoFreq. 

8.2.2.2. Dataset 2: Introduction of Mutations of Interest by Mixing Wild-Type 

and Mutant Raw Sequencing Read Datasets 

For the second dataset (Figure 8.1: Step 5), the coverage of all 20 samples (Table 8.2) 

was normalized to 5000× using BBMap v38.89 bbnorm.sh [962] with the options “target=5000”, 

“mindepth=5”, “fixspikes=f”, “passes=3” and “uselowerdepth=t”. However, due to the tiled 

amplicon approach used to amplify these samples prior to sequencing, regions where 

amplicons overlapped subsequently had double coverage resulting in two coverages, i.e., 

5000 and 10,000×, after normalisation (Supplementary Table S8.1). In silico datasets were 

then generated by mixing the appropriate number of reads for every combination of the ten 

wild-type and ten mutant samples, resulting in a total of 100 mixed samples, which were down-

sampled using “seqtk sample” (with option “–s100”) to the appropriate fractions for the required 

https://github.com/lh3/seqtk
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combination of 13 final coverages (100, 250, 500, 750, 1000, 1500, 2000, 2500, 3000, 3500, 

4000, 4500 and 5000×) and 26 AF (mutant: 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 

7, 7.5, 8, 8.5, 9, 9.5, 10, 20, 30, 40, 50, and 100%). This resulted in 100 mixed samples at 338 

conditions (i.e., combination of coverage and AF). Finally, the LFV detection workflow (Figure 

8.1: Step 3) described in section “Low-Frequency Variants Detection“ was used on these 

samples for all conditions using the FASTA file that was generated for the wild-type samples 

from SRA as reference, except for samples with 100% AF for the mutant positions where the 

FASTA file of the mutant sample was used. 

Although the second dataset was normalized for total coverage at every genomic position, 

the tiled amplicon approach resulted in some genomic positions being covered by two 

overlapping amplicons. Two groups of mutations were therefore obtained for every coverage 

(Table 8.2), i.e., for a targeted coverage of 5000×, 17 mutations were present at ~5000× 

(C913T, C3267T, C5388A, C5986T, T6954C, 11288-11296 deletion, C14676T, C15279T, 

21765-21770 deletion, A23063T, C23271A, C23604A, C23709T, T24056G, G26801C, 

G28048T, and C28977T) and 7 mutations were present at ~10,000× (T16176C, 21991-21993 

deletion, G24914C, A28111G, G28280C, A28281T, and T28282A). Mutation C27972T was 

excluded from further analysis, because this position in the wild-type samples was located in 

a region where amplicons overlapped resulting in a coverage of approximately 10,000×, while 

in mutant samples it was in a region with no overlap and where a coverage of 5000× was 

therefore observed (Supplementary Table S8.1). For further analysis, the results were pooled 

together per theoretical coverage resulting in 24 mutations per coverage but only 17 and 7 

mutations at the lowest (i.e., 100×) and highest (i.e., 10,000×) coverage, respectively 

(Supplementary Table S8.2). The actual median coverage was calculated per theoretical 

targeted coverage using the output of bamreadcount v0.8.0 of each sample. Using this output, 

the coverage of each position of interest was extracted (Supplementary Table S8.2). 

8.2.3. Qualitative Evaluation of Detection of B.1.1.7 at Different 

Abundances 

Since samples of Dataset 1 were normalized for the total median coverage, different 

individual positions of interest could exhibit deviating coverages. For the qualitative evaluation 

of LFV detection (i.e., can mutant positions of interest be correctly detected?), the number of 

false negatives was counted per condition (i.e., combination of AF and coverage) and divided 

by the total number of observations [i.e., the number of samples (n = 10) and number of 

mutations considered for that condition (n = 25)]. A mutant position of interest was considered 

as correctly detected as soon as it was detected by LoFreq, irrespective of its estimated AF. 
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Dataset 2 was subjected to the same qualitative evaluation as described for Dataset 1. 

The number of false negatives per condition was divided by the number of observations (i.e., 

the number of samples (n=100) and number of mutations considered for that condition [either 

n = 7, n = 17 or n = 24)]. 

The visualisation of the qualitative evaluation was performed using a contour plot from the 

R package plotly (RStudio 1.0.153; R3.6.1) [971]. The false negative (FN) proportion in the 

qualitative evaluation plots ranged from 0 to 1 with a step size of 0.1. 

8.2.4. Quantitative Evaluation of Detection of B.1.1.7 at Different 

Abundances 

For the quantitative evaluation of LFV detection (i.e., is the estimated AF of correctly 

detected mutant positions of interest close to the true AF?) of both datasets, FN values were 

considered as ‘below the quantification limit’ with the quantification limit equal to the lowest 

recorded value for that condition (i.e., combination of AF and coverage). Outliers were 

identified for each condition using the Grubbs test that was sequentially applied by first 

searching for two outliers at the same side, followed by a search for exactly one outlier. If the 

p-value of the Grubbs test was below 0.05, outliers were excluded. The standard deviation 

(SD) and mean value of AF for every condition were estimated by a maximum likelihood model 

based on the normal distribution that took the FN into account as censor data. Data were 

modelled according to a normal distribution. If the percentage of FN results was above 75%, 

the condition was, however, excluded from quantitative evaluation. Finally, a performance 

metric describing closeness to the true AF was calculated for each targeted AF individually by 

dividing each pooled squared SD by the maximal pooled squared SD. This metric will range 

between 0, relatively the closest to the targeted AF, and 1, relatively the furthest from the 

targeted AF.  

As described for the qualitative evaluation, contour plots from the R package plotly 

(RStudio 1.0.153; R3.6.1) were used for the visualisation of the quantitative evaluation. The 

performance metric in the quantitative evaluation plots ranged from 0 to 1 with a step size of 

0.1. 
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8.3. Results 

8.3.1. Qualitative Evaluation Demonstrates That B.1.1.7 Clade-

Defining Mutations Can Be Reliably Detected at Low Allelic 

Frequency When Sequencing Coverage Is Adequately High 

To construct samples using targeted SARS-CoV-2 sequencing with a VOC present at low 

abundances in the viral population, B.1.1.7 clade-defining mutations were first in silico 

introduced at well-defined AFs and coverages in real sequencing data (“Dataset 1”) of ten wild-

type samples, without, however, using any coverage normalisation so that individual mutations 

could be present at higher or lower coverages compared to the total median genomic coverage 

due to unevenness of coverage. To assess whether introduced mutations were correctly 

detected, or alternatively missed as FN, samples of this dataset were analysed using a LFV 

calling workflow based on LoFreq. 

Figure 8.2A depicts the proportion of FN observations, and corresponding values are 

presented in Supplementary Figure S8.1 and Supplementary Table S8.3, for all evaluated 

coverages and targeted AFs until 20%. Results for all targeted AFs (including higher values) 

are presented in Supplementary Figure S8.1 and Supplementary Table S8.3. All LFV could be 

detected at an AF of 1% at a median coverage of 10,000×. As the coverage decreased, the 

AF threshold at which no single FN occurred (i.e., perfect sensitivity) increased to 1.5% at 

5000×, 3% at 1000×, 5% at 500×, 9.5% at 250×, and 20% at 100×. When allowing a maximum 

of 10% FN (i.e., sensitivity of 90%), the AF thresholds decreased substantially to 1% at 5000×, 

1.5% at 1000×, 2.5% at 500×, 4% at 250×, and 7.5% at 100×. No false positive mutations 

related to the mutant and wild-type were observed at, respectively, 0 and 100% AF. 

A second approach was also considered for constructing samples using targeted SARS-

CoV-2 virus sequencing with a VOC present at low abundances, by in silico mixing real raw 

sequencing reads from ten B.1.1.7 samples into ten wild-type samples (“Dataset 2”) for a total 

of 100 mixes at well-defined AFs and coverages, while applying coverage normalisation so 

that individual mutations were present at approximately similar coverages for all B.1.1.7 clade-

defining positions.  

Figure 8.2B depicts the proportion of FN observations, and actual values are presented in 

Supplementary Figure S8.2 and Supplementary Table S8.4, for all evaluated coverages and 

targeted AF until 20%. Results for higher targeted AF are presented in Supplementary Figure 

S8.2 and Supplementary Table S8.4. All LFV could be detected at an AF of 1% at a median 

coverage of 9792×. As the coverage decreased, the AF thresholds at which no single FN 

occurred (i.e., perfect sensitivity) increased to 1.5% at 4851×, 3.5% at 969×, 4% at 482×, 7% 

at 237×, and 20% at 97×. However, when allowing a maximum of 10% FN (i.e., reducing the 
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sensitivity to 90%), the AF thresholds decreased substantially to 1% at 4851×, 2% at 969×, 

3% at 482×, 4% at 237×, and 7% at 97×. No false positive mutations related to the mutant and 

wild-type were observed at 0 and 100%, respectively. Overall, the results for Dataset 1, using 

the median coverages, and Dataset 2, using the coverages at the positions of interest, were 

qualitatively similar.  

Table 8.3: Qualitative evaluation of Dataset 1 based on false negative proportions per condition until a 

targeted mutant AF of 20%. The percentage of FN is coloured ranging from 0 (dark) to 1 (light) according to the 

gradient depicted in Figure 8.2A. 

Coverage  
100 250 500 750 1000 1500 2000 2500 3000 3500 4000 4500 5000 10,000 

AF  

20.00% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

10.00% 5% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

9.50% 4% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

9.00% 7% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

8.50% 4% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

8.00% 9% 2% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

7.50% 8% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

7.00% 10% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

6.50% 15% 2% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

6.00% 15% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

5.50% 19% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

5.00% 22% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

4.50% 26% 4% 2% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

4.00% 31% 6% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

3.50% 45% 12% 4% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

3.00% 47% 18% 4% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

2.50% 62% 21% 7% 2% 2% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

2.00% 70% 32% 14% 7% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

1.50% 84% 52% 24% 16% 9% 5% 1% 2% 0% 0% 0% 0% 0% 0% 

1.00% 96% 77% 54% 35% 28% 15% 8% 6% 6% 3% 2% 2% 2% 0% 

0.50% 98% 95% 85% 77% 70% 57% 46% 41% 33% 29% 22% 22% 16% 7% 

0.00% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Table 8.4: Qualitative evaluation of Dataset 2 based on false negative proportions per condition until a 

targeted mutant AF of 20%. The percentage of FN is coloured ranging from 0 (dark) to 1 (light) according to the 

gradient depicted in Figure 8.2B. 

Coverage  
97 201 237 482 728 969 1454 1937 2413 2904 3383 3872 4358 4851 5855 6834 7801 8790 9792 

AF  

20.00% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

10.00% 2% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

9.50% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

9.00% 5% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

8.50% 6% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

8.00% 8% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

7.50% 8% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

7.00% 9% 34% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

6.50% 18% 35% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

6.00% 28% 38% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

5.50% 31% 47% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

5.00% 35% 56% 3% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

4.50% 43% 57% 4% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

4.00% 51% 59% 6% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

3.50% 58% 63% 18% 4% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

3.00% 68% 73% 23% 8% 2% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

2.50% 77% 82% 40% 21% 4% 3% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

2.00% 81% 84% 55% 33% 11% 6% 4% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 

1.50% 89% 86% 69% 53% 24% 21% 12% 8% 4% 2% 1% 0% 0% 0% 0% 0% 0% 0% 0% 

1.00% 92% 86% 91% 80% 57% 52% 34% 22% 8% 15% 6% 7% 6% 4% 0% 0% 0% 0% 0% 

0.50% 100% 98% 98% 92% 92% 89% 80% 70% 55% 62% 34% 41% 24% 35% 62% 55% 46% 35% 28% 

0.00% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
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Figure 8.2: Qualitative evaluation of Dataset 1 (A) and Dataset 2 (B) based on false negative proportions per 

condition until a targeted mutant AF of 20%. Orange and red dots represent conditions with a FN proportion 

between 0 and 0.1, and between 0.1 and 1, respectively. The percentage of FN is coloured ranging from 0 (dark) 

to 1 (light) in intervals of 0.1 as extrapolated using a contour plot in the R package plotly [971] (actual FN proportions 

are presented in Table 8.3 for Dataset 1 and Table 8.4 for Dataset 2. Results for targeted mutant AF values >20% 

are presented in Supplementary Figure S8.1 for Dataset 1 and Supplementary Figure S8.2 for Dataset 2. Both the 

x- and y-axis follow a logarithmic scale. 
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8.3.2. Quantitative Evaluation Demonstrates That the Resulting 

Allelic Frequencies for B.1.1.7 Clade-Defining Mutations Are 

Close to Their Target Values 

To evaluate the possibility of quantifying LFV in both datasets, the SDs of available 

observations were first evaluated for each condition (i.e., combination of AF and coverage). 

This provisional analysis indicated that for both Dataset 1 (Supplementary Figure S8.3 and 

Supplementary Table S8.5) and Dataset 2 (Supplementary Figure S8.4 and Supplementary 

Table S8.6), the SD systematically decreased per target AF as coverage increased. This 

provisional analysis also indicated that for both datasets, irrespective of coverage, the SD 

generally increased between a targeted AF of 1 to 10%, after which it plateaued for targeted 

AFs above 20%. We therefore employed the squared SD per AF divided by the maximal 

squared SD per target AF to describe closeness of observed AF to the true AF, for which 

results are presented in Figure 8.3A for Dataset 1. As expected, the variation in AF estimates 

fluctuates in function of the median coverage and targeted AF, with variation decreasing per 

target AF as coverage increased, but also variation being generally more pronounced at low 

AFs irrespective of coverage. Notwithstanding, even for regions in Figure 8.3A exhibiting high 

variation, the variability overall remained small (Supplementary Figure S8.3 and 

Supplementary Table S8.5). The interquartile range (IQR) (Supplementary Figure S8.3D) of 

the observed AF was still limited at the various targeted AF ranging from 0.62–6.26% at an AF 

of 50%, 0.36–3.49% at an AF of 10% and 0.27–2.07% at an AF of 5% with the highest IQR 

observed at lower coverages.  

Results for the quantitative evaluation of Dataset 2 are presented in Figure 8.3B, and are 

in accordance with the trends observed for Dataset 1 with the variation decreasing per target 

AF as coverage increased, and lower target AFs exhibiting increasing variation irrespective of 

coverage. Notwithstanding, similarly to Dataset 1, the observed total variation remained small 

(Supplementary Figure S8.4 and Supplementary Table S8.6). The IQR (Supplementary Figure 

S8.4D) of the observed AF was limited at the various targeted AF ranging from 0.73–3.93% at 

an AF of 50%, 0.41–3.93% at an AF of 10% and 0.29–2.27% at an AF of 5% with the highest 

IQR observed at lower coverages.  
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Figure 8.3: Quantitative evaluation of Dataset 1 (A) and Dataset 2 (B) using the squared SD divided by the 

maximal squared SD per targeted AF. The figure is coloured ranging from 0 (dark) to 1 (light) in intervals of 0.1 

as extrapolated using a contour plot in the R package plotly [971] (actual values are presented in Supplementary 

Figure S8.3 and Supplementary Table S8.5 for Dataset 1 and Supplementary Figure S8.4 and Supplementary 

Table S8.6 for Dataset 2). Both the x- and y-axis follow a logarithmic scale. Conditions with a FN proportion higher 

than 75% were excluded and correspond to the white plane in the lower left corner. 
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8.4. Discussion  

Whole genome sequencing is a more powerful approach than RT-qPCR to track both 

existing and newly emerging SARS-CoV-2 variants. WGS is currently, however, mainly used 

to construct the consensus genome sequence and determine the most prevalent strain in 

communities, but interest exists in its potential for detecting LFV both within diagnostic samples 

to detect co-infections and quasispecies, and wastewater samples to determine all circulating 

variants in a population [942]. To evaluate the potential of targeted amplicon-based SARS-

CoV-2 WGS to detect and quantify LFVs at low abundances, we assessed the performance of 

a workflow designed for LFV detection in WGS data. Mutations defining lineage B.1.1.7 were 

employed as a proof of concept using an approach based on in silico modifying real 

sequencing data to construct two datasets with the Illumina technology. These two datasets 

comprise in total 35,100 different samples, which results in a thorough in silico analysis 

requiring a considerable amount of computational calculation hours to validate this approach. 

For the first dataset, lineage B.1.1.7-defining mutations were introduced in silico into raw wild-

type sequencing datasets. For the second dataset, the same mutations were introduced by 

mixing wild-type and B.1.1.7 raw sequencing datasets. In Dataset 1, the coverage profiles of 

samples corresponded to a typical real dataset including large fluctuations in sequencing 

coverage at certain positions. In Dataset 2, sequencing coverages were normalized, which 

allowed evaluating with high precision how reliable AF detection is at specific coverages. 

Afterward, the ability to both detect and quantify LFV was evaluated. Results demonstrated 

that WGS enabled detecting LFV with very high performance. As expected, lower coverages 

and AFs resulted in lower sensitivity and higher variability of estimated AFs. We found, 

employing the most conservative thresholds from either Datasets 1 or 2, that a sequencing 

coverage of 250, 500, 1500, and 10,000× is required to detect all LFV at an AF of 10, 5, 3 and 

1%, respectively (Table 8.3 and Table 8.4). For quantification of variants, the variability 

remained overall small for all conditions respecting the thresholds above, resulting in reliable 

abundance estimations, despite the variability of estimated AF increasing at lower coverages 

and AF. Of note, it was observed that the profile of the genome coverage differed at some 

positions between wild-type and mutant samples indicating that the amplicon-based 

enrichment approach could possibly introduce a bias. Consequently, this should be considered 

when examining and quantifying the proportion of mutants in samples. Our results can serve 

as a reference for the scientific community to select appropriate thresholds for the AF and 

coverage. These could also be context-specific as a smaller or larger degree of false negatives 

might be warranted for specific applications, and can also be used as a baseline for 

determining the number of samples that can be multiplexed per run to optimise cost-efficiency 

of WGS. 



CHAPTER 8: ESTABLISHING QUALITY CRITERIA TO CHARACTERISE SARS-COV-2 AND ITS VARIANTS IN NGS DATA 

180 

With respect to diagnostic samples, this study illustrates it is feasible to use targeted 

amplicon-based metagenomic approaches to detect co-infections and quasispecies in 

diagnostic samples. There are currently only limited guidelines available regarding the 

coverage and AF for such samples and those criteria were not assessed using predefined 

populations. ECDC has provided limited quality criteria regarding the sequencing coverage, 

namely 500× across 95% of the genome to detect LFV, but has not indicated the corresponding 

AF thresholds this corresponds to for reliable LFV detection [615]. Based on the results 

obtained in this study, a coverage of 500× allowed to detect LFV until an AF of 5% with perfect 

sensitivity and would therefore be less suited to detect LFV at lower AFs. Lythgoe et al. (2021) 

recommended a depth of at least 100 reads with an AF of at least 3% to detect the LFV in 

diagnostic samples with high viral loads (50,000 uniquely mapped reads) [952], while Siqueira 

et al. (2021) used an AF threshold of 2% and a minimal depth coverage of 500 reads [953] 

and Karim et al. (2021) adopted an AF of 1% and a minimal depth coverage of 10× [954]. 

Based on the results in this study, these recommendations appear not sufficiently strict, since 

we observed that an AF of 1, 2 and 3%, requires at least a sequencing coverage of 10,000, 

2500, and 1500× to detect all LFV or 3500, 1000, and 500× to detect 90% of LFV, respectively. 

However, our study is limited to in silico modified data from real diagnostic samples, so these 

results will need to be validated using real samples with well-established existing LFV in future 

research.  

With respect to wastewater samples, our findings also corroborate the feasibility of using 

targeted amplicon-based metagenomics approaches for wastewater surveillance, as such 

samples comprise a collection of different strains, among which the dominant strain will define 

the consensus sequence of the sample and the detected LFV will represent the circulating 

strains present at lower frequencies. Only very limited recommendations regarding wastewater 

sequencing are available by the competent authorities. The EU has recommended the 

generation of one million reads per sample with a read length of minimum 100 bp which 

corresponds to a minimum coverage of 3333× using the Lander/Waterman equation [942]. 

Based on the results obtained in this study, a coverage of 3000 and 3500× allowed to detect 

LFV until an AF of 2 and 1.5% respectively with perfect sensitivity. Other studies that 

investigated LFV in wastewater have provided limited quality criteria regarding the coverage 

and AF. Furthermore, the quality criteria in those studies were not evaluated using a defined 

population [409, 958]. Izquierdo-Lara used a minimum depth coverage of 50× and minimum 

AF of 10% [409], while Rios et al. (2021) adopted a minimum depth coverage of 100× without 

indicating an AF threshold [959]. Based on the results in this study, these recommendations 

appear not sufficiently strict as a sequencing coverage of 100× and 250× at an AF of 20 and 

10% respectively was required to observe all LFV. Obtaining high-quality sequencing reads 
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for wastewater samples may, however, be challenging under real-world conditions. In contrast 

to diagnostic samples in which viral loads are typically high, ranging from 104 to 107 copies/mL 

[410], viral RNA loads in wastewater samples are often low, ranging from 10-1 to 103.5 

copies/mL [972]. This renders it more challenging to sequence samples with a low viral load in 

addition to the RNA degradation that occurs in wastewater samples. Additionally, variants 

circulating at low frequencies in a community are expected to be present at a low AF in 

wastewater samples. Nevertheless, employing the most conservative thresholds from either 

Datasets 1 or 2, 90% of LFV present at an AF of 10, 5, 3, and 1% were still detected at a 

sequencing coverage of 100, 250, 500, and 2500×, respectively (Table 8.3 and Table 8.4).  

This study focused on the sensitivity of LFV detection and did not explore the false positive 

rates (i.e., specificity). Although our recommendations for AFs and coverages ensure high 

sensitivity, often an inverse relationship exists between sensitivity and specificity and we can 

therefore not exclude that false positives occur for AF and coverage combinations considered 

as providing qualitative results in this study. A false positive detection is, however, typically 

less problematic compared to a false negative result as the former can still be discovered in 

follow-up investigation in contrast to the latter. Additionally, false positive observations typically 

occur randomly over the genome [663] and it is unlikely that all VOC-defining mutations would 

be simultaneously falsely detected, even at low AFs and coverages. The issue of low viral 

loads, low expected AF and potential false positives could be mitigated by sequencing samples 

in duplicate when necessary. Possible false positive results could be investigated using RT-

qPCR or RT-ddPCR assays that target those specific positions. 

In this study, the B.1.1.7 variant and a WT (i.e., non-VOC) background of the same time 

period and location were used as a proof of concept, but can be considered to also apply to 

other combinations (e.g., two VOCs), since additional VOCs in the sample material will 

translate into more VOC-defining mutations in the background genomic material that will be 

independently identified by the variant calling engine. In the presence of multiple VOCs, the 

VOCs can be identified by composing all possibly existing combinations of LFV as a 

conservative strategy, although multiple VOCs in one sample will also make the estimation of 

the relative abundance of each VOC more complicated. If multiple VOCs with partially 

overlapping defining mutations would be present in a wastewater sample, some mutations of 

interest would consequently be present at different AFs. Haplotype reconstruction methods 

could be used in such situations to delineate VOCs. However, most haplotype reconstruction 

programs perform poorly under higher levels of diversity, and haplotype populations with rare 

haplotypes are often not recovered [973]. Although haplotype reconstruction has been 

described for short reads, Nanopore sequencing might offer a substantial advantage for such 
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cases due to its longer reads, despite their higher error rate, to perform haplotype estimation 

to delineate actual VOCs.  

8.5. Conclusion 

There exists a pressing need for recommendations for detecting LFV for both diagnostic 

samples and wastewater surveillance. Further investigation will be required to investigate the 

specificity and possibility to detect VOCs instead of just mutations, including for other existing 

and employed methodologies such as probe-based capture, other amplicon-based methods, 

and Nanopore sequencing. Nevertheless, using in silico modified data derived from WGS of 

real diagnostic samples, this study demonstrates the feasibility of a targeted metagenomics 

approach for highly sensitive LFV detection with acceptable relative abundance estimations 

using a tiled-amplicon enrichment based on the Illumina technology. This approach enables 

the detection of mutations associated with specific VOCs. Our approach could be used to 

evaluate the potential occurrence of co-infections with other SARS-CoV-2 variants with 

different strains in diagnostic samples. It can also be employed to detect multiple strains for 

wastewater surveillance, although several additional challenges exist for wastewater samples 

such as low viral load and potential RNA degradation. Since in this study, high-quality data 

from diagnostic samples was used and modified in silico to construct datasets to provide 

guidelines for sequencing wastewater and diagnostic samples with co-infections, future work 

will need to consider data coming from samples that are closer to real data from actual 

diagnostic and wastewater surveillance. In light of the pandemic urgency, and the multiple 

SARS-CoV-2 wastewater surveillance initiatives that are being established and also being 

integrated into overarching coordination and preparedness initiatives such as the recently 

announced European Health Emergency Preparedness and Response Authority [942], we 

hope that our results will help establishing guidance and recommendations for wastewater 

surveillance and other relevant applications.  
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 GENERAL DISCUSSION AND 

FUTURE PERSPECTIVES 

WGS has the potential to significantly transform virus surveillance. However, many 

promising applications remain unexploited in the context of routine surveillance which is the 

core business of NRCs and public health institutes such as Sciensano. Therefore, the aim of 

this Ph.D. research was to demonstrate how some of these applications can be of added value 

for virus surveillance but also what may be the limitations that have to be overcome in order to 

deliver the highest benefit of these approaches. In this thesis, the analysis focused in particular 

on the influenza genomic surveillance using respiratory samples and SARS-CoV-2 genomic 

surveillance of wastewater. As a first objective, we assessed the possible added value of WGS 

to detect the presence of antiviral resistant influenza viruses (Chapter 3). Subsequently, a 

dataset of 253 influenza A(H3N2) samples was used as a proof of concept to provide a new 

way of classifying the viruses (Chapter 4), to track mutations across the whole virus genome 

and link this genomic data with the patient data (Chapter 5), and to propose a methodology 

which can be used in routine surveillance to detect low-frequency variants in clinical samples 

(Chapter 6). The advantages of using WGS are not limited to the influenza surveillance, but 

can also be used for other surveillance systems, such as the SARS-CoV-2 surveillance. By 

using whole genome sequences, targets for RT-ddPCR assays to detect SARS-CoV-2 in 

patient and wastewater samples can be designed and evaluated (Chapter 7). Moreover, quality 

criteria were established based on in silico datasets in order to take full advantage of using 

NGS to try and characterise SARS-CoV-2 and its variants in wastewater (Chapter 8). This 

dissertation presented several applications of using WGS in routine and pandemic 

surveillance, demonstrating how virus surveillance can exploit WGS to unlock its full potential. 

As summarised in Figure 9.1, we will describe in the general discussion what this thesis added 

and what the way forward is to tackle the remaining challenges. Publications in peer-review 
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journals and presentations at scientific events were used to share this work with the scientific 

community of which an overview is provided in the Academic CV.  

Figure 9.1: Schematic outline of what this thesis adds and the way forward. The boxes in green represent 

what this thesis adds and the boxes in yellow represent what the challenges and future perspectives are and what 

the way forward may be. 
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9.1. WGS: Added value and challenges offered by WGS 
for the influenza surveillance in respiratory samples 

The NRC Influenza, which is part of Sciensano, coordinates a sentinel network of 

hospitals, laboratories and general practitioners that ensure the permanent surveillance of 

influenza activity, including the impact on the population and its severity and intensity during 

epidemics. At the start of this thesis, the diagnosis of an influenza sample was mainly done 

using RT-qPCR and in some cases Sanger sequencing of the HA segment. This thesis is one 

of the initiatives to implement WGS into public health practices. During this thesis, a protocol 

was adapted and implemented allowing to obtain genomic information from the whole genome 

of 253 influenza samples selected from a historic collection of the NRC. WGS allows the 

genetic characterisation of influenza virus at the highest possible resolution. By obtaining 

sequence information on the whole genome, the identification of the pathogen is more accurate 

and it enables numerous applications that can be used for surveillance purposes such as (1) 

detecting the emergence of antiviral resistance in all segments, (2) classifying the influenza 

strains based on the whole genome and linking it to patient data, (3) tracking mutations across 

the whole genome and integrating it with the patient data, and (4) detecting low-frequency 

mutations that are present in the influenza samples and linking it to patient data (Figure 9.1). 

Due to the decrease in costs and turnaround times, high-throughput genomic sequencing 

technologies are becoming a possibility for clinical and public health laboratories. Data in this 

thesis thus may contribute to the transition from Sanger sequencing to WGS and subsequently 

integrate this genomic information with patient data.  

9.1.1. What this thesis adds 

9.1.1.1. The generation and analysis of WGS data 

Historically, genomic influenza surveillance has long focused on Sanger sequencing of 

the HA and the NA segments mainly because of the vaccines and most common antivirals, 

which target HA and NA, respectively, that are currently used for the management of human 

influenza. Moreover, the type and subtype of influenza positive samples are determined by a 

RT-qPCR protocol. In this thesis we adapted and implemented a protocol that enables WGS 

in a routine surveillance setting and applied this approach to a historical collection of samples 

from the Belgian NRC, consisting of a dataset of 253 influenza A(H3N2) samples from the 

2016-2017 Belgian influenza season. We opted for a method where the virus was enriched 

using a targeted PCR method, because metagenomics or target enrichment would currently 

be too costly, laborious and time-consuming for routine surveillance. Moreover, an influenza 
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genome analysis pipeline was made available on the Sciensano Galaxy internal instance (also 

available for external use) (https://galaxy.sciensano.be/policy/disclaimer.html) which allows 

obtaining the consensus sequence from influenza samples using Illumina. This facilitates the 

use of WGS by non-expert bioinformaticians. The availability of the whole genome of influenza 

has opened several doors that have been explored in this thesis (Figure 9.1).  

First, the added value of WGS was illustrated in case of genotypic antiviral resistance 

surveillance (Chapter 3). Although NA inhibitors are still the most frequently used anti-influenza 

drugs, new antivirals that target the gene products of other segments are emerging, which 

increases the need to obtain information about the whole genome. Additionally, WGS provides 

the opportunity to obtain information about the low-frequency variants in the sample in all eight 

segments. This presents the opportunity to forecast the emergence of antiviral resistance 

mutations within a sample from a patient under treatment or a large set of circulating viruses. 

Consequently, the clinical management of the patient can be adjusted and on a larger scale it 

can improve the preparedness for a potential outbreak of resistant strains [749].  

Furthermore, using the historical collection of the Belgian NRC, the added value of WGS 

was also demonstrated. At the start of this thesis, Sanger sequencing of the HA segment was 

the standard for genomic surveillance in Belgium. In Chapter 4, we have shown the benefits 

of WGS and how WGS can improve the current phylogenetic surveillance and reassortment 

detection of influenza. Indeed, at present, influenza classification is based on the HA segment 

and follows the guidelines of WHO/ECDC. These guidelines comprise the phylogenetic 

analysis of the HA segment and the detection of HA amino acid substitutions that are linked to 

specific clades. However, we have demonstrated that a considerable number of samples could 

not be classified within these clades either because they did not cluster with reference strains 

and/or lacked clade-defining amino acid substitutions. Furthermore, the studies within the 

thesis have shown that the genetic information of the whole genome and the use of more 

advanced phylogenetic methods has several advantages. It could better inform national 

influenza prevention and control programmes regarding the timing, impact and severity of 

seasonal epidemics. First, current surveillance programmes use mostly relatively simple 

phylogenetic tree reconstruction methods. However, a more robust phylogenomic investigation 

and deeper exploration of the circulating genetic diversity was obtained using phylogenetic 

tree construction through Bayesian inference. Also, by using tools, such as Nextstrain, an 

improved reference selection was obtained. A custom-built Nextstrain instance including the 

whole genome allows the analysis of several hundreds to thousands of influenza genomes, 

which allows a temporary classification of the samples and allows the selection of suitable 

references. Second, more genetic information by including the whole genome allows the 

classification of more samples into well-supported phylogenetic groups in comparison to only 

https://galaxy.sciensano.be/policy/disclaimer.html
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including genetic information from the HA gene, which enabled an improved classification 

performance. Third, reassortments can be detected by analysing the whole genome. In this 

study, strict requirements were used by applying both a manual and computational method 

requiring high support values. This resulted in an observed reassortment rate of 15% which is 

likely underestimated. Finally, whole genome information cannot only improve the current 

vaccine strain selection, but it may also even be a requirement in the future as next-generation 

vaccines and antiviral drugs do not solely target the HA and NA segments of the influenza 

genome.  

Influenza viruses are known for their considerable diversity between hosts. Using the 

consensus sequences that were obtained using the influenza pipeline, we were able to detect 

mutations across the whole genome compared to the reference sequence (Chapter 5). In the 

context of current and future vaccines and antivirals, it may be important to track mutations 

across the whole genome as they may influence protein functions and interactions, the host 

environment or the disease progression within the host. 

Besides the diversity between hosts, several low-frequency variants can be found within 

the same host. One of several advantages of deep sequencing with NGS is the higher genome 

coverage and consequently more reliable estimation of the diversity within the quasispecies 

population present at very low abundances. Information from low-frequency variants can 

provide opportunities to broaden our knowledge about its impact on virus evolution, 

transmission, drug and vaccine resistant strains and pathogenicity. However, experimental 

errors can be introduced during the PCR and NGS amplification steps. Therefore, there is a 

need to set up thresholds for the minimal viral load and the minimal allelic frequency to reduce 

false positive variant detections as much as possible. In this thesis (Chapter 6), a well-defined 

population was used to set up detection limits of at least 104 genomes/µL for the viral load and 

an allelic frequency of ≥5%. Subsequently, these thresholds were used to analyse the A(H3N2) 

dataset that was previously used in Chapters 4 and 5, which resulted in a subset of 59 retained 

influenza A(H3N2) samples that can be used for more in-depth analysis regarding the low-

frequency variants. 

9.1.1.2. The integration of patient and genomic data 

Currently, the patient data are primarily linked to either the presence or absence of 

influenza in a sample, as determined by RT-qPCR. In this thesis, as one of the first studies, 

patient data was linked to the genomic influenza data for the Belgian influenza surveillance. 

We looked at several possibilities using the collection of the NRC as a proof of concept and 

proposed statistical approaches to analyse this data (Figure 9.1).  
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In Chapter 4, the patient data was integrated with the phylogenetic groups and 

reassortment status. This allowed the detection of several associations that would be 

otherwise missed if only the HA segment would have been considered, such as the observation 

that more hospitalised than non-hospitalised patients were infected with A(H3N2) reassortants. 

Moreover, phylogenetic groups can also be linked to disease severity indicators, which could 

be relevant for epidemiological monitoring. 

The collection of influenza samples was also used as a proof of concept to explore 

potential associations between mutations positioned across the whole influenza genome and 

patient data in Chapter 5. Using this limited dataset, associations were detected between 

particular mutations and the sampling period at the Belgian level. The GISAID database is 

well-known for collecting genomic data worldwide from influenza viruses. Using the GISAID 

database, it was possible to confirm the associations regarding the sampling period seen at 

the Belgian level. These mutations may possibly be important for the vaccine strain selection 

and clinical management of infected patients. Furthermore, the highly diverse genetic 

background of A(H3N2) strains was considered in Chapter 5 by using a new approach based 

on sample stratification according to their phylogenetic groups. This approach resulted in the 

identification of five additional mutations that are significantly associated with renal 

insufficiency. This result illustrates the potentially important role of the viral genetic background 

in inferring associations between genomic and patient data.  

Besides the mutations that were observed in the consensus sequences, there are also 

low-frequency variants detected within the influenza samples. Using the approach developed 

to detect low-frequency variants and considering the determined thresholds, the genomic 

information, including low-frequency variants, of 59 samples were linked to patient data as a 

proof of concept. Significant associations between the detected low-frequency variants and 

patient data were found, which indicates the potential relevance of low-frequency variant 

detection in routine influenza surveillance programmes.  

9.1.2. Way forward 

This thesis provides a PCR enrichment-based protocol to obtain the whole genome of 

influenza, the assembly and the consensus genome sequence of the virus in a given biological 

sample. An easy-to-use pipeline was built to analyse the Illumina MiSeq data in order that non-

bioinformaticians can analyse WGS data. Moreover, it provides several statistical approaches 

to analyse and link the genomic data with the patient data. However, some challenges remain 

to be tackled. The higher throughput that is generated by NGS compared to classic Sanger 

sequencing has created a need for computational resources and data storage solutions, which 



CHAPTER 9: GENERAL DISCUSSION AND FUTURE PERSPECTIVES 

189 

demands substantial financial resources and technical expertise. By now, simple analysis of 

NGS data can be performed on high-end computers, however, servers with more RAM, 

processing power and storage will be needed when throughput increases or if results need to 

be obtained quickly. Although in our institute sufficient computational power is available for 

running the influenza pipeline, for some analysis it is still the limiting factor. For example, in 

Chapter 4 the phylogenetic tree was constructed using Bayesian inference. Although Bayesian 

inference will probably be the preferred statistical method in the future, the high computational 

cost and long execution time are often still the limiting factor.  

Before NGS can be widely used in routine settings, easy-to-use bioinformatic tools need 

to be available. A user-friendly influenza pipeline that allows to generate an accurate 

consensus sequence was developed. However, user-friendly tools for constructing 

phylogenies, the detection of mutations and low-frequency variants and their association to the 

patient data have not yet been established. Due to the complexity and the computational 

resources associated with Bayesian inference, it is currently not trivial to provide an easy-to-

use tool. However, a Nextstrain instance based on the whole genome should be possible to 

implement and would be a more thorough method compared to the current method which only 

considers a limited number of references. The current approaches used for the extraction of 

the mutations and low-frequency variants within a sample should also be integrated into the 

pipeline. However, still some challenges remain regarding the link between the genomic and 

patient data and the detection of low-frequency variants. The integration of genomic data and 

associated patient data often represents an additional challenge and current data integration 

strategies and statistical analysis approaches need to be revised. Rapid and accurate 

interpretation of the data can be facilitated by interactive platforms and flexible bioinformatic 

workflows. Moreover, as shown in Chapter 6, it is important to provide quality criteria before 

analysis can be implemented in routine laboratories. By standardising these criteria over time 

and over countries, it will be possible to compare samples coming from different laboratories 

and over time. Additionally, this dissertation has been focussed on short-read sequencing 

which comes with several limitations. Some of these limitations, such as the short reads, and 

amplification and sequencing biases can be resolved by using long-read sequencing which is 

discussed in 9.3.1. 

By integrating patient and genomic data, a powerful synergy can be provided for public 

health. This integration can contribute to describe nearly every aspect of transmission 

dynamics and could possibly also improve treatment for entire patient populations. For 

example, if a large amount of samples is sequenced, a particular mutation that influences the 

severity of the virus infection in patients that suffer from obesity could potentially be found. 

When these mutations are detected in an infected obese patient, he can be immediately 
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treated with antivirals as a precaution to prevent severe infection. However, the resulting 

metadata often lacks consistency in reporting or is often incomplete as presented in Chapter 

5. Chapter 5 highlights the need to construct or enhance international databases to include 

both genomic and patient data that are easily accessible to the public health authorities taking 

into account privacy considerations to protect sensitive patient data. This aspect will be 

discussed more elaborately in Chapter 9.3.2. 

Besides the technical challenges, Chapters 4 to 6 underlined the importance of including 

a sufficient number of samples in addition to a representative and unbiased collection. Non-

representative sampling strategies may lead to selection bias. Additionally, the size of the 

dataset can lead to statistical models that are underpowered which leads to unreliable results. 

Causal Directed Acyclic Graphs (DAGs) can be used to recognize the problem of selection 

bias [974] because they provide a transparent and simple way to explicitly state the qualitative 

underlying assumptions about the data-generating process [975]. Causal DAGs enable 

scientists with less advanced mathematical training to understand and recognize how and 

when selection bias may hamper causal inference [974]. 

9.2. WGS: Added value and challenges offered by WGS 
for the SARS-CoV-2 surveillance in wastewater 
samples 

Of course, not only influenza surveillance benefits from using NGS in routine surveillance, 

but NGS can also be of added value to other surveillance systems, including the SARS-CoV-

2 surveillance. The current SARS-CoV-2 pandemic has proven that NGS is indispensable from 

the pathogen discovery over variant characterisation to novel vaccine development. Due to the 

SARS-CoV-2 pandemic and the specific role of Sciensano in pandemic surveillance, a strategy 

based was developed on the use of WGS data for a better SARS-CoV-2 surveillance with a 

special focus on wastewater surveillance. Indeed, wastewater surveillance is a complementary 

approach to surveillance based on clinical samples and provides an unbiased method that is 

not limited by asymptomatic cases. Moreover, with limited resources it is possible to evaluate 

the spread of the infection in different areas and trace the circulating variants in a community. 

In Belgium, there are 42 wastewater treatment plants that are sampled twice per week. Three 

laboratories, including Sciensano, University of Antwerp and e-Biom, are responsible for the 

detection of SARS-CoV-2 in these samples and report the results weekly. During the SARS-

CoV-2 pandemic, we explored RT-ddPCR methods to detect SARS-CoV-2 in wastewater 

samples while also exploring the opportunities of performing NGS on wastewater samples. In 

the context of the pandemic, protocols need to be implemented quickly, therefore, RT-ddPCR 

assays were used because they can be easily set up and can produce results quickly. 
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Therefore, in this thesis an approach using WGS data of SARS-CoV-2 is proposed for the 

evaluation of the primers and probes designed for the RT-ddPCR methods, which is now even 

more critical because of the emergence of SARS-CoV-2 variants. Furthermore, this thesis 

takes a first step in providing a strategy and quality criteria for sequencing SARS-CoV-2, 

including its variants at lower frequencies, in wastewater samples. 

9.2.1. What this thesis adds 

Although COVID-19 vaccines are available, new emerging variants may have increased 

infectivity, transmissibility, and immune evasion properties which could threaten global health 

again. These new variants can possibly pose problems for the current detection methods 

because of mutations. This thesis shows a way to develop new methods and evaluate existing 

methods to detect SARS-CoV-2. As mentioned in Chapter 5, international WGS databases, 

such as GISAID, can be a valuable asset to routine surveillance. Not only is it possible to use 

this database to investigate associations between mutations and patient data at an 

international level as demonstrated in Chapter 5, it can also evaluate and improve the design 

of RT-ddPCR targets to detect SARS-CoV-2 in patient and wastewater samples. There is a 

rapid worldwide increase of SARS-CoV-2 variants. Therefore, PCR-based methods need to 

be regularly evaluated because a possible false negative result may occur due to 

polymorphisms or point mutations related to the virus evolution which could impact the 

accuracy of the diagnostics tests. In Chapter 7, a methodology is provided to systematically 

evaluate and monitor PCR-based methods targeting rapidly evolving viruses such as SARS-

CoV-2. First, an in silico evaluation using WGS sequences from around the world was 

performed to assess the inclusivity of the primers and probes. This ensured the inclusion of 

almost all circulating variants worldwide, which is not feasible using real samples. This in silico 

evaluation should be performed continuously using each time the newest available WGS data. 

Subsequently, the assay should be evaluated for experimental testing using a minimal set-up. 

However, RT-qPCR and RT-ddPCR methods are not the ideal methods for identifying SARS-

CoV-2 variants because they consist of a combination of mutations while RT-qPCR and RT-

ddPCR methods are often limited to a small part of the genome. 

Therefore, the possibility of deep sequencing with NGS provides here an opportunity to 

detect multiple variants in a wastewater sample. Wastewater samples contain a collection of 

multiple strains, where the most abundant strain in the sample corresponds to the most 

prevalent strain circulating in a community and subpopulations correspond to less prevalent 

strains. Wastewater surveillance could provide a complementary alternative to individual 

testing for the epidemiological surveillance. However, as the virus concentrations are often 
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low, PCR amplification is needed. Nevertheless, the PCR and NGS amplification steps 

contribute to experimental errors. Currently, quality criteria are mostly lacking regarding 

sequencing wastewater samples and analysing low-frequency variants. This thesis is a first 

step towards exploring SARS-CoV-2-targeted nucleotide sequencing of wastewater as an 

epidemiological surveillance method to estimate the prevalence, the genetic diversity and 

geographical distribution of SARS-CoV-2. WGS data derived from real diagnostic samples was 

in silico modified to construct mixed samples sequenced with Illumina and subjected to WGS 

using tiling amplicon-based targeted metagenomics approach. As expected, lower sensitivity 

and higher variation were observed at lower allelic frequencies and coverages. Chapter 8 

provides specific recommendations for minimum sequencing coverages to detect clade-

defining mutations at certain allelic frequencies. These recommendations can be a first step in 

establishing guidelines for the detection of low-frequency variants in both clinical and 

wastewater samples. Of course, further investigation needs to consider real data from actual 

diagnostic and wastewater surveillance. 

9.2.2. Way forward 

As mentioned in 9.1.2, there are several technical challenges that need to be tackled such 

as the computational resources and the development of easy-to-use bioinformatic tools before 

routine implementation of NGS for virus surveillance can be implemented. Additionally, it is 

also important that the obtained sequences are of high quality and shared with the scientific 

community, which will be described in more detail in 9.3.2. Sharing genomic data allows the 

characterisation and evaluation of new and already designed PCR assays that use primers 

and probes that target the SARS-CoV-2 genome and its variants. Additionally, by sharing 

genomic data the emergence of possible new variants can be tracked across the world.  

However, even by integrating the genomic data for optimal PCR development, a qPCR 

strategy for the surveillance of wastewater has its limitations. Indeed, the collected genomic 

information relies on the WGS data from the surveillance of respiratory samples after which 

PCR assays are designed to collect data from clinical samples. The design of a qPCR assay 

can be done only when a certain number of WGS of a new variant has been reached. Then 

the newly designed assay targeting the new variant should be tested and validated [976], which 

takes time and manpower. Such a drawback hampers the early detection of new variants in 

wastewater. In the future, it is therefore important to further develop the sequencing strategy 

to sequence all variants in wastewater. Our study performed based on in silico data should be 

applied on wastewater samples in order to establish quality criteria for sequencing wastewater 
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samples and improve the variant surveillance, especially the earlier detection of a new 

emerging variant. 

Wastewater can be an interesting alternative to follow the emergence of the SARS-CoV-

2 variants and their prevalence in a community. However, wastewater samples can also be 

interesting to include in the surveillance system of other viruses or bacteria that can be found 

in wastewater. Already numerous publications show the possibly long list of microbial targets 

that have already been found in wastewater in the past [414, 944, 977–998]. It would thus be 

very time-consuming and inefficient to develop and validate a qPCR, ddPCR or NGS method 

targeting each target individually with endless possibilities. Therefore, an untargeted approach, 

metagenomics, should be considered to monitor the microbial diversity within a wastewater 

sample (further discussed in more detail in 9.3.3).

9.3. Future Perspectives 

9.3.1. Long-read sequencing as the future of high-throughput 

sequencing for the genomic characterisation of a virus 

The global emergence of viruses has caused and will continue to cause a considerable 

impact on human and animal health and welfare. Both local outbreaks and pandemics have a 

major economic and social impact. Therefore, rapid identification and characterisation of the 

pathogen causing the infectious disease outbreak is crucial to implement measures that limit 

further spread and overall impact. The work presented in this dissertation focused on how virus 

surveillance can be improved by using NGS, more specifically within Sciensano, which is 

representative of the needs of scientific institutes of Public health. At the time of this thesis, the 

Illumina MiSeq was implemented transversally within Sciensano for research and routine 

surveillance. Therefore, this dissertation mainly focuses on sequence data obtained by Illumina 

technology. However, tens to hundreds of samples are needed to make Illumina MiSeq run 

economically viable to use WGS for routine analysis of influenza [999]. In the context of the 

surveillance, the number of samples is not limiting, however, if only a few samples need to be 

analysed in case of an emergency, crisis or for research, the number of samples will lead to 

unacceptable delays or more expensive sequencing costs. Furthermore, when samples need 

to be sequenced due to an outbreak, the data needs to be available as soon as possible. 

Second-generation sequencers do not allow real-time generation and analysis in contrast to 

ONT technology, which provides rapid in situ amplicon-based or metagenomic sequencing 

analysis [700]. However, in contrast to the Illumina sequencing technology which is stable and 

standardised, improvements of the nanopore technology are crucial to further increase the 

reproducibility, data throughput and the shelf life of the reagents, reduce error rates, and allow 
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real-time analysis [999]. Moreover, at the moment nanopore sequencing is a new and fast 

growing technology with continuous upgrades and improvements. Therefore, challenges such 

as consumable changes and software updates need to be continuously tackled, which is not 

feasible in a routine setting. Most tools for ONT technology were developed by research groups 

and are often not stable, not maintained, not user-friendly and difficult to implement without 

bioinformatics expertise. Additionally, nanopore signal data are very large with computationally 

expensive base-calling and downstream analysis steps leading to computational bottlenecks 

[1000]. The increasing demand for accurate and fast analysis of clinical and environmental 

samples promotes the advancement of nanopore technology. There have already been 

several publications where ONT technology has been used for the detection of influenza [850, 

1001, 1002] and SARS-CoV-2 [959, 1003, 1004]. However, in all these publications the 

relatively high error rates of the ONT sequencing technology remain a challenge that needs to 

be tackled before long-read sequencing can be implemented in routine surveillance. The 

reduction of the error rate is especially crucial for downstream analysis because it can have a 

significant impact on the performance of assays based on variant calling. Besides real-time 

generation and analysis, ONT also has the advantage of producing long reads that are able to 

define more accurately genetic haplotype compositions in viral quasispecies. The 

reconstruction of haplotypes using short-read sequencing is limited by conserved regions 

longer than the read length. Consequently, it is possible that there is more than one way to 

connect these relatively short reads. There are some algorithms that use the linkage 

information provided by paired-end reads [1005] or use the relative frequencies [670, 1006, 

1007] to resolve this. However, these strategies are subjected to severe limitations, because 

the linkage information from the paired-end reads relies on the location of at least one of the 

pairs in a heterogeneous region. Moreover, amplification and sequencing biases can lead to 

deviations from the true underlying frequencies of the viral strains. Additionally, long reads can 

improve de novo assembly because it can span repetitive regions. Therefore, long-read 

sequencing technologies may offer opportunities as they offer read lengths that are 

comparable to the size of many RNA viral genomes. This haplotype reconstruction using long-

read sequencing offers opportunities and improvement in the strategies developed in Chapter 

6 and 8 especially in order to detect the quasispecies in clinical samples and variants in 

wastewater samples. 

9.3.2. Quality databases in a One Health context 

The need for genomic databases including genomic and patient data was already briefly 

discussed in Chapter 5. Many institutions and countries will often be limited in the number of 
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samples that can be sequenced due to the sometimes low concentration of the virus and the 

availability of the samples but also because of a lack of resources to sequence every sample. 

Consequently, as demonstrated in Chapter 5, due to the limited number of samples, there will 

be a reduction of the statistical power and the sampling bias will be more pronounced. The 

epidemiological and clinical metadata can have a strong influence on the interpretation of the 

genomic data. Successful integration can be hindered by unstructured or incomplete metadata. 

For example in Chapter 5, the vaccination status of 28% patients was missing of the included 

ILI and SARI patients. This could affect the validity of the results and its confounding factors. 

For example, a recent review supports the hypothesis that influenza vaccination may attenuate 

the course of disease among individuals with breakthrough influenza virus infection [1008]. 

Incomplete data and increasing the quality of the data can be improved by establishing a 

system that links patient-level data from different independent healthcare registers within a 

secured environment. Additionally, as demonstrated in Chapter 4, viruses such as influenza 

and SARS-CoV-2 are often not limited to country borders. Consequently, virus strains are 

frequently reintroduced into the population leading to the co-circulation of two or more viral 

strains in the population. Therefore, a database or linked databases that includes patient and 

genomic data across borders could improve the understanding of the virus evolution. Sharing 

data enables physicians to quickly learn how to detect the symptoms of the disease, track the 

disease spread and give the hospitals the ability to share the best antiviral treatments. 

Moreover, the information about the patient’s immune responses and the virus can also be 

used by researchers and pharmaceutical companies to develop new antiviral drugs targeting 

the host immune system. 

Since the beginning of the SARS-CoV-2 pandemic, an almost exponential growth of the 

number of deposited sequences is observed within large publicly available databases. This 

pandemic is the first time that NGS technologies have been used to sequence a massive 

amount of viral sequences. However, there is a bias towards a limited number of countries with 

a high sequencing capacity [1009] which also translates into differences in the quality and 

structure of metadata. Several institutions provide resources and databases to deposit viral 

sequences. Some databases, such as NCBI’s Genbank [1010] and Sequence Read Archive 

(SRA) [1011], already existed before the COVID-19 pandemic started including thousands of 

viral species that are also a threat to humanity including other potentially dangerous viruses 

such as Ebola, SARS, and Dengue. Additionally, other virus-specific databases, such as 

GISAID [752], produced a new data collection specifically dedicated to hosting SARS-CoV-2 

sequences. GISAID includes the most complete collection of genetic sequence data, and 

related clinical and epidemiological data of influenza viruses, but is now also the predominant 

data source for SARS-CoV-2. However, the availability of the clinical and epidemiological data 
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is often limited, if already available, to the specimen source, collection date, patient sex, patient 

age, and country and it is often not standardised. Furthermore, ideally these databases are 

easily accessible to upload and download data, to stimulate scientists to share their data and 

also compare their obtained results at a local level with data from across the globe. However, 

the submission guidelines should be sufficiently strict to ensure that fewer contaminated 

genomes are uploaded to the repositories. At the European level, the HERA Incubator project 

was launched in February 2021 to enhance the response to the COVID-19 pandemic and to 

improve preparedness for future epidemics and pandemics [1012]. A national infrastructure for 

data exchange will be implemented by the HERA-BE-Incubator project. This project aims to 

enhance the infrastructures for data exchange and genomic-epidemiological analyses and the 

national infrastructure for WGS-analyses. However, there are still some challenges, because 

most health data contains personal and sensitive details about the patients. Data should be 

shared in a secure way, but it should also be standardised across borders to be able to rapidly 

collect and widely share the data. Moreover, data misuse and uncertainties about permission 

and data ownership should be addressed to convince researchers to share their data. 

The importance of the One Health concept has become more apparent over the last few 

years. One Health recognizes that the health of humans, wild and domestic animals, plants 

and the wider environment are closely linked to each other. It can help contribute to global 

health security by addressing all aspects of disease control including prevention, detection, 

preparedness, response and management. The rise in antiviral resistance and the emergence 

of infectious diseases can benefit from a One Health approach where authorities involved in 

various disciplines interact with one another. Communication and collaboration would be 

promoted among the human-animal-eco sectors by creating a common health data space 

through the One Health dimension, which should cover international, cross-sectoral and multi-

stakeholder collaboration which could benefit the entire world and could be very helpful to spot 

future potential pandemics earlier. These sectors should be harmonised to complement and 

build upon one another to define what gaps exist, to reduce the duplication of efforts and to 

reduce public health risk.  

9.3.3. Metagenomics as a surveillance tool 

The work that was done in the context of this dissertation focused on the analysis of data 

that was generated after virus enrichment of the sample using PCR technology targeting solely 

influenza or SARS-CoV-2. Besides NGS approaches based on enrichment methods like PCR 

amplification and probe hybridisation [1013, 1014], there are other common approaches that 

are more universal and open such as shotgun metagenomics [1015]. Each approach has its 
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strength to better understand the virus genomes and achieves different purposes. Both the 

strength and weakness of PCR amplicon-based methods is that they generate mostly reads 

specific to the target pathogen at relatively high coverage which was previously illustrated and 

discussed in this dissertation. Currently, the PCR based enrichment method remains probably 

the most efficient approach when a single pathogen needs to be studied. However, due to 

multiple environmental and societal factors, there is an increased need for tools allowing more 

global surveillance in an open way in order to monitor pathogens including re-emerging ones 

or to discover novel ones. For this purpose, the PCR target approach is not appropriate. Hybrid 

capture-based target enrichment is able to sequence a viral genome or several viral genomes 

together without the need for prior culture or PCR amplification, which results in the introduction 

of less bias [1016]. Probes need to be designed for a panel of reference sequences and could 

help to better capture the diversity of the target virus genomes and analyse viral populations. 

Although hybrid sequencing allows the detection of multiple targets using thousands of probes 

[1017], there is still prior knowledge needed about the target, thus entirely new virus discovery 

is unlikely by using hybrid sequencing. In contrast to the enrichment methods, a metagenomics 

approach is carried out directly from the extraction of the DNA/RNA from a sample in 

connection with a diagnosis without prior culturing and without specific amplification or probe 

capture. Therefore, metagenomics has the potential of becoming a universal pathogen 

detection tool regardless of the type of microbe and can even be applied for novel organism 

discovery [1018, 1019]. Furthermore, it can also be an interesting tool for epidemiological 

surveillance and environmental surveillance, for example using wastewater samples. In recent 

years, metagenomics of complex samples has become increasingly common. It has been 

used, for example, to identify the novel coronavirus SARS-CoV-2 in a bronchoalveolar lavage 

fluid sample obtained from a suspected case using metagenomic RNA sequencing on 5 

January 2020 [521]. Furthermore, metagenomics next-generation sequencing approaches 

have also already been used to explore the human virome in human stools [1020, 1021], 

cerebrospinal fluid [1022, 1023], blood [1024, 1025], respiratory tract samples [727, 1026–

1029], and human tissues [1023, 1030]. It also allows studying the pathogen community 

present in environmental samples, like wastewater. The few existing publications have 

demonstrated that viral metagenomics of wastewater is a versatile tool to monitor, identify and 

discover the viral diversity among human and livestock populations [1031–1036]. As viruses 

are the most abundant biological entities on the planet, considerable genetic complexity and 

diversity within viral populations can be uncovered by using viral metagenomics. These new 

sequences will not share homology with sequences that are found in the reference database 

and by using viral metagenomics the number of reported viruses can be drastically increased 

[1037–1039]. 
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 To unlock the full potential of metagenomics, several technical improvements and 

designed strategies need to be elaborated in the future. Generally, the viral metagenomics 

process includes four major steps: (1) the collection of a clinical and/or environmental sample, 

(2) sample preparation, (3) library preparation and sequencing, and (4) sequence analysis by 

comparing the sequences to a reference database.  

(1) For the first step, a well-thought out sampling strategy is needed. Novel diseases will 

most likely already circulate for some time in animals and humans before clinical cases are 

detected. Therefore, it is critical that the surveillance system is sensitive enough to detect 

emerging infectious agents by collecting samples at potential hot spots where there are 

enhanced chances of the emergence of novel human pathogenic viruses leading to potential 

outbreaks. These hot spots include places where animal habitats interact with humans [1040], 

but can also include samples coming from animal waste or the environment. The monitoring 

of animal metagenomes is also important because more than 60% of the reported novel 

viruses are of zoonotic origin [1041, 1042]. However, other potential sampling sites can also 

be urban metro-stations, long distance planes or urban sewage [414, 1043–1045]. To avoid 

generating massive amounts of data without meaningful surveillance information, the sampling 

strategies need to be guided by ecological and epidemiological knowledge. Additionally, 

standardised samples that represent both human and animal microbiome should be collected 

in a comparable way between countries and over time. Besides the detection of known and 

unknown microorganisms, it will also allow the detection of different variants of a specific virus 

such as SARS-CoV-2. To the best of our knowledge, such sampling strategy is not yet currently 

used in Belgium except in some research projects. So, an effort for the global harmonisation 

strategy of sampling in the context of the surveillance of virus discovery should be considered.  

(2 & 3) The sample preparation step often includes procedures to remove as much of the 

cellular genomes as possible, including a combination of filtration, centrifugation, and nuclease 

treatment. Additionally, a retro-transcription step for RNA viruses is necessary before starting 

with the library preparation and in case of limited viral genetic material, a random amplification 

approach is often used. There are three widely employed random amplification protocols: 

multiple displacement amplification (MDA) [1046, 1047], linker amplification shotgun libraries 

(LASL) [1048] and SISPA [1049, 1050]. However, all three protocols are associated with a bias 

that results in uneven coverage across sequenced genomes or alters the relative abundance 

of the viruses. Compared to the targeted enrichment protocols that were used in this thesis, 

these methods will often also take more time and will have a higher cost. Several papers 

described random amplification in a research project on clinical samples such as 

nasopharyngeal swabs [1051, 1052]. Such research protocols should be tested for their 

feasibility when several samples are sequenced in the context of routine surveillance. This 
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step will also need to be evaluated and if necessary enhanced to be able to reach enough 

sensitivity in the context of the detection of minority variants of SARS-CoV-2 in wastewater. 

Wastewater samples often have a low virus concentration. Especially to have an overview of 

all circulating variants within a certain population, it is important that low abundance variants 

are detected so that the emergence of new variants can be traced. It is probably also an 

essential step in the context of the detection of emerging viral pathogens in wastewater. 

Already a few studies have tried this approach on this type of sample [1033, 1053, 1054], 

however in these studies bias towards certain viral genome regions were observed. Therefore, 

further optimization will be necessary. 

(4) NGS technologies are mainly responsible for the metagenomics boom of the last few 

years. The species present in a sample based on the NGS primary reads can be identified by 

comparing against database(s), for example using kmer-based methods. These tools have to 

reconstruct the different genomes present, which is much more difficult or even impossible for 

a complex sample using short-read second-generation sequencing technology. Moreover, it is 

also difficult to link antibiotic resistance or virulence genes to specific bacteria or viruses 

present in the sample. Third-generation sequencing, on the other hand, allows a reading of 

several Mb which facilitates these types of analyses. Moreover, third generation sequencing 

methods offer significant advantages in terms of speed because they read the native DNA 

strand and makes real-time data analysis feasible [1055, 1056]. The longer read length makes 

it easier to reconstruct the genomes. However, all disadvantages related to long-read 

sequencing remain for the moment (discussed in 9.3.1). As mentioned, Nanopore sequencing 

is evolving and improving all the time and only recently Oxford Nanopore published a new 

protocol for rapid metagenomic characterisation of RNA and DNA viruses that has been 

applied on the monkeypox virus [1057]. However, this is only the start, the popularity of 

metagenomics received a boost due to the emergence of SARS-CoV-2 and the monkeypox 

virus. However, more research is needed to achieve large-scale application of nanopore 

sequencing. Moreover, these are often very complex samples that will generate a large amount 

of data resulting in storage and computational bottlenecks. Additionally, because of the 

complexity of these samples there are often no user-friendly tools available so there is also a 

need for bioinformatics expertise [1058]. At the moment, no generally validated bioinformatics 

pipeline exists that can perform a sensitive, rapid and specific analysis of the metagenomics 

data on a benchtop computer. Also, physicians will need to be trained and guided to deal with 

the obtained breadth of data if metagenomics is to be implemented in a clinical setting. 

Furthermore, the wide implementation of metagenomics approaches is limited due to the lack 

of standardisation, the duration and cost of sequencing which is especially important when 

analysing samples for diagnostic or surveillance purposes. Some studies already tried to 
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determine the specificity and sensitivity of metagenomic assays compared to conventional 

methods [1022, 1059]. The specificity and sensitivity of metagenomic assays depend on the 

optimization of the protocol like other methods such as PCR and sequencing. Due to the often 

complicated metagenomic assays that include a wide range of matrices and a multi-step 

custom laboratory and analytical workflow, there are many sources that can cause variability. 

By optimising, standardising and validating the protocols, intra-laboratory reproducibility 

should be achieved [1022, 1059]. Efforts towards standardising protocols are already gaining 

momentum [1059–1061] and this should be further stimulated by a reduction in sequencing 

cost, multiplexing, automation and benchmark bioinformatic tools [1062]. Also, adaptive 

sequencing can be done by using nanopore sequencing that can eject DNA templates so that 

it provides the ability to select sequence DNA in real time. By further developing adaptive 

sequencing, resources requirements and turnaround time should be reduced. Some research 

consortia such as METASTAVA (2018-2019; H2020-SFS-2017-1) and METAMORPHOSE 

(2021-2025; SRP-2020), to which Sciensano contributes as a partner, have already put some 

efforts to standardise metagenomics approaches. These kinds of efforts should be pursued 

further to develop protocols for a large range of samples and targets and strive for 

standardisation of these protocols. 

In conclusion metagenomics has the potential to mature into a reliable and affordable 

technology for pathogen detection and surveillance in the future, especially since the onset of 

second- and third-generation sequencing technology [1063]. Nanopore sequencing as a 

metagenomic diagnostic tool has already been used by veterinary practitioners for example to 

detect veterinary diseases [1064–1066]. Nevertheless, several challenges remain to be 

tackled in order to consistently produce accurate results, especially in the case of viruses that 

often only represent a small fraction of the sequenced sample. Presently, pandemic 

surveillance plans usually target a specific virus and depend on the targeted detection of 

specific viral threats. Consequently, novel and unanticipated viruses are often not detected 

until it is too late. The current SARS-CoV-2 pandemic has shown that unbiased identification 

of potential pathogens and data exchange is necessary. The early detection of the pathogen 

is crucial to initiate infection control measures. By using metagenomics, all nucleic acids in a 

sample are sequenced without any assumptions. Therefore, as soon as the approach will 

become more common, metagenomics will probably become one of the most interesting 

surveillance tools that allows simultaneous characterisation of complete genome sequences, 

resistance and epidemiological markers and virulence factors. We believe that metagenomics 

will be an unavoidable surveillance tool that can unify microbial surveillance and transform 

public health efforts to proactively screen for threats in a One Health context in order to be 

better prepared for the next epidemic and pandemic. 
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