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Abstract

Reverse osmosis membranes provide a highly e�ective and e�cient bar-
rier against various kinds of pollutants. Their reliability depends on the
integrity of the active layer: in case the active layer is damaged and con-
tains imperfections, un�ltered feed solution can contaminate the perme-
ate. Various types of integrity monitoring techniques have been developed
to verify membrane performance, of which the rejection of �uorescent dyes
is a well-established technique. Fluorescent dyes are however relatively
small solutes for which the membranes can display non-zero di�usive per-
meability, such that not all dye passage can be attributed to membrane
imperfections. Additionally, �uorescent dyes are subject to external con-
centration polarization (ECP) during �ltration, causing a �ux-dependent
enrichment at the membrane surface, further complicating the analysis of
dye rejection data. This study presents a model to discern between mem-
brane permeability, enrichment by ECP and passage through imperfec-
tions. The consequences of imperfections on solute passage are explored,
showing that imperfections only contribute signi�cantly to the passage of
solutes with a low membrane permeability. This leads to underestimates
of the external mass transfer coe�cient, with the error being increasingly
large with decreasing membrane permeability coe�cient, relative to the
case of an imperfection-free membrane. This error is then related to the
proportionality of the Sherwood number, used to calculate external mass
transfer coe�cients, with solute di�usivity, allowing the quanti�cation of
the contribution of imperfections to water �ux. The model was experi-
mentally veri�ed using Pyranine rejection in two membrane types, both
operated in a lab-scale �at sheet cross�ow test system, �nding proof of
imperfections in one membrane type.

Keywords� reverse osmosis, imperfections, external concentration polar-
ization
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1 Introduction

In water sanitation, membranes provide an e�cient physical barrier against
pathogens and pollutants, be it for wastewater treatment, drinking water or
process water production. Of the di�erent types of membranes, reverse osmosis
membranes are the most selective and can be expected to provide an absolute
barrier against pathogens and reduce the concentration of organic micropollu-
tants by 2 orders of magnitude. Their active layer is non-porous, i.e. transport
occurs through random voids between polymer segments which are below 0.5 nm
in size, while the smallest viral particles are about 2 orders of magnitude larger.
In practice, the removal of micro-organisms and other large contaminants is
expressed as log removal value (LRV), de�ned as:

LRV = log10

(
cf
cp

)
(1)

The measurable LRV is usually limited to 6-7 for viral particles, set by the limit
of quanti�cation of micro-organisms in the permeate [1, 2, 3], i.e. intact RO
membranes produce permeate with concentrations of viral particles below the
quanti�cation limit. For dissolved solutes, the LRV is usually in the range of
2-4 [1, 4, 5, 6], since RO membranes display a non-zero permeability towards
dissolved solutes. Because of their high selectivity, RO membranes are indis-
penseable in wastewater reuse schemes.
If the active layer is breached or chemically degraded, larger pores are formed
through which pollutants (and potentially pathogens) can permeate. To detect
such imperfections, a range of integrity monitoring techniques have been devel-
oped. These include direct integrity monitoring, where pressure or vacuum de-
cay over time is measured [7]. The class of so-called indirect integrity monitoring
consists of measuring the passage of indicator substances which are expected to
be well-rejected by intact membranes. Such indicators include microbial surro-
gates, such as non-pathogenic viruses and nanoparticles, and smaller molecules
such as �uorescent dyes, naturally present organic matter or sulfate ions. In-
dicators can be spiked into the feed, e.g. the widely used MS2 bacteriophage
or �uorescent dyes [4, 2, 8, 6, 5], or can be naturally present, such as qPCR-
based detection of naturally present viruses in surface water [3] or �uorometry
of �uorescent natural organic matter (NOM) [9]. Spiking can be continuous or
pulsed [10], with pulsed spiking enabling both higher sensitivity due to the high
feed concentration at its peak, and overall savings in the amount of tracer to be
dosed to the feed solution. We will focus here on �uorescent dyes as integrity
indicators, since they are inexpensive, can be analyzed easily and in real-time,
and they are conservative indicators (i.e. early indicators for membrane dam-
age) [6, 8].
Since membranes display a non-zero permeability towards dissolved solutes, in-
cluding relatively small organic molecules such as �uorescent dyes, the passage
of such markers cannot be attributed to imperfections only. Thus, methods are
needed to distinguish between expected and elevated dye permeation, however,
the membrane permeability towards a speci�c dye is unknown a priori. During
solute transport in dense membranes, convective coupling between water and
solute �uxes is generally assumed to be negligible, due to the overwhelming
friction caused by the active layer polymer [11, 12]. Solute transport through
the active layer is therefore commonly modelled as di�usion, according to the
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solution-di�usion model, with the solute �ux being proportional to the solute
concentration di�erence across the membrane as the sole driving force [11].
This would result in a constant solute �ux regardless of water �ux. The propor-
tionality between a solute �ux and its driving force is given by the membrane
permeability coe�cient (B). B is strongly dependent on solute size: for in-
stance, experimental data of Drazevic et al. [13] suggests that for a series of
alcohols in a sea water RO membrane, solute di�usivity within the active layer
is proportional to the bulk aqueous di�usivity to the power 11.6. Similar sen-
sitivity has also been found for pervaporation membranes [14] and crosslinked
PVA membranes [15]. In turn, B is proportional to solute di�usivity within
the active layer [16]. Thus, a modest increase in solute size (decrease in bulk
aqueous di�usivity) results in a strong decrease of solute di�usivity within the
active layer.
Based on the preceeding description of a membrane's active layer, one would
expect a rather sharp cut-o� of molecular weight or size above which solute
permeability quickly becomes negligibly small. In practice however, noticeable
passage of relatively large solutes is often seen during �ltration, as is evidenced
by the relatively modest LRV values commonly found for �uorescent dyes [4, 5]
or detection of NOM molecules in RO permeate of a full-scale installation with
an estimated molecular weight of 5000 Da [9]. We identify here two possible
causes for this phenomenon, and how these causes interact. The �rst possibility
is external concentration polarization (ECP). ECP causes the accumulation of
rejected solutes at the membrane-feed solution interface. ECP is a steady-state
process, in which the accumulation is balanced by back di�usion of solutes to-
wards the bulk feed. Back di�usion in turn is aided by high cross�ow velocity
and turbulence in the feed �ow channel. The external hydraulic conditions and
solute di�usivity are combined in a single variable, k, the external mass transfer
coe�cient, which can be calculated using an appropriate Sherwood relation [17]:

k =
Sh ·D
dh

=
D

dh
· a ·Reb · Scc ·

(
dh
L

)d

(2)

Depending on the hydraulic conditions, di�erent empirical values for a...d can be
chosen [17, 18, 19], and k can also be determined experimentally [20]. Since back
di�usion relies on the solute's di�usivity, ECP will be worse for larger solutes.
Worse ECP implies a higher solute concentration at the membrane surface and
thus a higher transmembrane solute �ux as well, if the solute's permeability is
non-zero. This introduces an exponential proportionality between solute �ux
and water �ux. For a given solute, the membrane permeability coe�cient and
ECP modulus both correlate with solute size, but oppositely so. Consequently,
ECP dulls the membrane's cut-o�, with an exponential proportionality to water
�ux. Although the magnitude of ECP can be controlled by the design of the
feed �ow channel and operating conditions, it cannot be avoided entirely.
The second possible cause for the passage of large solutes is the presence of
imperfections in the membrane's active layer, as is demonstrated by incremen-
tally damaging membranes [21, 10, 22]. In this study, we de�ne imperfections
as spots in the active layer where the active layer polymer is absent or sig-
ni�cantly degraded, such that imperfections are not selective anymore towards
solutes small enough to pass through them. We will further only consider rela-
tively small imperfections here, with a diameter much smaller than the thickness
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of the ECP boundary layer, such that the imperfections do not interrupt this
boundary layer. Such imperfections would be in the range of ten to a few tens of
nanometer in diameter.· The implications and shortcomings of this assumption
will be discussed in more detail in Section 4.2. Solute transport through imper-
fections thus occurs through convective coupling with the water �ux through
those imperfections. Consequently, the solute �ux through imperfections will
increase proportionally with the water �ux. This is in contrast to di�usive
solute transport through the intact active layer, where a solute �ux indepen-
dent of the water �ux is expected. However, ECP is causing an exponential
accumulation of solutes at the membrane surface as a function of water �ux,
such that the solute �ux will also show a dependence on water �ux, even in
the case of purely di�usive transport. This renders it di�cult to di�erentiate
between di�usive and convective solute transport. Additionally, the increased
solute concentration at the membrane surface caused by intact active layer will
increase the solute �ux through nearby imperfections, increasing the propor-
tionality of solute �ux to water �ux. The ECP modulus can be calculated using
an appropriate Sherwood relation, which in turn can be calibrated using ex-
periments. These experiments however, are commonly performed using small
solutes such as NaCl [17, 20], whose di�usivity is up to 10 times higher than
that of larger �uorescent dyes. Di�erences in solute di�usivity are accounted
for by the Schmidt number and its exponent, however, as will be shown below,
the presence of small imperfections causes mass transfer coe�cient estimates
to deviate, speci�cally for larger solutes. This presents us with a chicken-or-
egg problem: if present, imperfections in�uence estimates of the external mass
transfer coe�cient of larger solutes, while the correct external mass transfer
coe�cient is needed to di�erentiate between ECP and imperfections.
The aim of this study is to untangle the contributions of ECP, imperfections and
membrane permeability to the transport of �uorescent dyes, commonly used for
membrane integrity monitoring. We present a transport model that accounts
for imperfections and external concentration polarization simultaneously. The
consequences of imperfections for solute passage and external mass transfer es-
timates are explored, where it is shown that the in�uence is large for solutes
having a low membrane permeability, and vice versa. We propose a method to
quantify imperfections, based on external mass transfer coe�cient estimates of
at least 2 solutes: one of high and one of low membrane permeability. Crucially,
neither the external mass transfer coe�cient nor the membrane permeability
of the solutes needs to be known a priori. The sensitivity of the estimate of
imperfections is tested with respect to error propagation in experimental data
and intact membrane permeability, showing that low membrane permeability is
necessary for reliable estimates of imperfections. The model is experimentally
tested using 2 RO membrane types, a high selectivity and a high permeability
type, �nding experimental evidence of imperfections in the high permeability
membrane.
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2 Theory

In the following analysis, imperfections are not de�ned in size and number but
are included as a fractional contribution to volume �ow, denoted fi:

fi =
Jvi

Jv + Jvi
(3)

As such, the analysis remains broadly applicable. We assume here that imper-
fections are small, much smaller than the thickness of the ECP boundary layer,
and evenly distributed along the membrane surface. We further assume that
the imperfections are scarce, such that the distance between them is large and
they do not in�uence each other. This implies that the solute concentration in
the ECP boundary layer is constant parallel to the membrane, i.e. there are no
concentration gradients in the boundary layer in the plane of the membrane.
The implications of these assumptions will be discussed in more detail in section
4.2. The imperfections considered in this study would roughly fall in the range
of 5 to 500 nm in diameter. Smaller pores could display some selectivity against
dissolved solutes, while larger imperfections would distort the local ECP mod-
ulus too much for the analysis presented below to hold.
Fluxes in an imperfection-bearing membrane are compound �uxes, composed of
�uxes through the intact active layer and �uxes through imperfections. Fluxes
through the intact active layer are modelled according to the solution-di�usion
model, so that in the intact active layer, there is no frictional coupling between
solvent and solute �uxes. In imperfections, water and solute �uxes are assumed
to be fully coupled. Although in principle, there is also a di�usive component to
the solute �ux through an imperfection [23], it can be shown that the di�usive
contribution quickly tends to zero for pores of a diameter above 5 nm at pres-
sures relevant for reverse osmosis [24]. The solute �ux including imperfections
is then given by:

⟨Js⟩ = Jvcp + Jvicm ≈ Jv(cp + ficm) (4)

where Jvi was substituted using Eq. 3, and 1−fi ≈ 1 since fi << 1 for selective
membranes. In Eq. 4, cm is the solute concentration in the ECP boundary
layer, implying that imperfections are not selective towards the solutes under
consideration.

2.1 Film theory applied to a membrane bearing imperfec-

tions

External concentration polarization (ECP) is modelled according to �lm theory
[18], in which a steady-state is assumed of convective solute transport towards
the membrane surface and backdi�usion of rejected solutes towards the bulk feed
solution. The �uxes are supplemented with an additional convective transmem-
brane solute �ux due to imperfections. A scheme of the �uxes in the boundary
layer is provided in Fig. 1. Note that the transmembrane solute �ux now con-
tains a contribution of imperfections, in the form of Jvficm. The ECP �ux
balance is then:

⟨Js⟩ = Jv(cp + ficm) = −D
dc

dx
+ Jvc(x) (5)
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Figure 1: Scheme of �uxes in the external concentration polarization bound-
ary layer, including a convective transmembrane �ux caused by imperfections
(ficm).

The integration limits are: {
x = −δ ⇔ c = cf
x = 0 ⇔ c = cm

cp in Eq. 5 does not include the increase in solute concentration in the bulk
permeate originating from imperfections, while imperfections do lower the av-
erage interface concentration on the feed side, cm. The solute �ux through
intact active layer is driven by the concentration gradient across it, from which
it follows that an increase of cp at the permeate-side interface would suppress
Js. This could happen if solutes permeating through imperfections are trans-
ported laterally within the support layer in a hemispherical �ow pattern. We
expect transport within the support layer in the lateral direction to be strongly
hindered, and the local lateral water velocity to decrease by 1/r2 with r being
the radius of the hemisphere. In addition, the water �ux, in the normal di-
rection, distorts the hemispherical �ow pattern, so that solutes can only reach
the support-side of the active layer by di�using against the direction of volume
�ux. This gives rise to internal concentration polarization (ICP), which is par-
ticularly severe in RO membranes due to their relatively thick support layers
[25] and high water �uxes. Additionally, in the context of integrity monitoring,
large solutes are commonly used having a low di�usivity, further excarebating
ICP. Therefore, we consider cp at intact active layer independent from solutes
permeating through imperfections.
Integrating Eq. 5 results in:

exp

(
Jv
k

)
=

cm(1− fi)− cp
cf − ficm − cp

(6)

In Eq. 6, cp is substituted according to the solution-di�usion model [11]:

cp = cm
B

Jv +B
(7)
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This substitution allows us to calculate the surface concentration cm as a func-
tion of �ux, external mass transfer coe�cient k, membrane permeability B and
fi:

cm = cf
(Jv +B) exp

(
Jv

k

)
Jv +B exp

(
Jv

k

)
+ fi(Jv +B)

(
exp

(
Jv

k

)
− 1

) (8)

2.2 Solute �ux and observable rejection with imperfec-

tions

The overall solute �ux, given by Eq. 4, can be calculated by substitution of cp
and cm by Eqs. 7 and 8 respectively:

⟨Js⟩ = cm(Jv + Jvi)

(
(1− fi)

B

Jv +B
+ fi

)
≈ cm

(
B

Jv +B
+ fi

)
(9)

where we again used the approximation of 1 − fi ≈ 1. Observable rejection
(Ro) is de�ned as the rejection calculated using bulk solution concentrations, in
contrast to the real rejection, which is determined by interface concentrations
but is experimentally inaccessible. The observable rejection is given by:

Ro = 1− cp
cf

=
Jv − fi(Jv +B)

Jv +B exp
(
Jv

k

)
+ fi(Jv +B)

(
exp

(
Jv

k

)
− 1

) (10)

and observable passage (So) by:

So =
cp
cf

=
(B + fi(Jv +B)) exp

(
Jv

k

)
Jv +B exp

(
Jv

k

)
+ fi(Jv +B)

(
exp

(
Jv

k

)
− 1

) (11)

In Eqs. 10 and 11, the presence of imperfections causes observable rejection
to decrease and observable passage to increase, as expected. Note that setting
fi = 0 in Eqs. 10 and 11 reduces to them to observable rejection and passage
for imperfection-free membranes:

R′
o =

Jv

Jv +B exp
(
Jv

k

) (12)

S′
o =

B exp
(
Jv

k

)
Jv +B exp

(
Jv

k

) (13)

Eqs. 12 and 13, and equations derived from them, will be used as a benchmark
with which the performance of imperfection-bearing membranes is compared.
The ratio of Eq. 13 by Eq. 12 can be transformed into the following expression
[20]:

ln

(
S′
oJv
R′

o

)
= ln(B) +

Jv
k

(14)

which yields a straight line as a function of Jv, allowing one to estimate B and
k simultaneously from the intercept and slope respectively. A similar transfor-
mation of Eqs. 10 and 11, including imperfections, results in:

ln

(
SoJv
Ro

)
= ln

(
Jv(B + fi(Jv +B))

Jv − fi(Jv +B)

)
+

Jv
k

(15)
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Eq. 15 can be simpli�ed: since B << Jv, Jv + B ≈ Jv, and since fi << 1, the
numerator becomes: Jv − fi(Jv +B) ≈ Jv(1− fi) ≈ Jv, so that:

ln

(
SoJv
Ro

)
≈ ln(B + fiJv) +

Jv
k

(16)

Note that fiJv is not necessarily (much) smaller than B since the values of these
3 variables are independent from each other. In the case of a perfect membrane,
the plot ln(SoJv/Ro) as a function of �ux yields a straight line for a given solute
and a given cross�ow rate. When imperfections are present, the plot becomes
logarithmic instead of linear. This is a clear indication of convective transport
through imperfections.

2.3 Susceptibility of solute transport to imperfections

The sensitivity of solute transport to imperfections increases with decreasing
membrane permeability for a given solute. This can be graphically illustrated
using Eqs. 16 and 14 for defect-bearing and defect-free membranes respectively.
Eq. 14 yields a straight line as a function of water �ux for defect-free membranes,
while the corresponding equation for defect-bearing membranes (Eq. 16) is a
logarithmic function of water �ux. Imperfections are accounted for in the term
ln(B + fiJv), while the corresponding term for a perfect membrane is simply
ln(B). It follows that imperfections are only noticeable when fiJv approaches
B, which can occur at high �ux, high fi and/or low B. In the case of NaCl,
the permeability coe�cient of RO membranes is typically in the range of 10-8

- 10-7 m/s, which implies that fi needs to be 10-3 - 10-2 before the term fiJv
becomes signi�cant at practical �uxes. Therefore, conductivity measurements
are inherently not sensitive enough to detect imperfections contributing 0.1% or
less to the total �ux. If however 0.1% of the permeate is in fact un�ltered feed
solution, the membrane will most likely show unacceptably high breakthrough
of pollutants and small particles, potentially including pathogens.

2.4 In�uence of imperfections on external mass transfer

coe�cient estimates

External concentration polarization and imperfections both cause solute �ux to
vary with water �ux. They do so by a di�erent mechanism: ECP causes an
exponential increase of solute concentration at the membrane surface, while the
convective �ux through imperfections is a linear function of water �ux. There-
fore, imperfections will interfere with experimental estimates of the external
mass transfer coe�cient, based on observable rejection and water �ux.
Observed rejection from an imperfection-bearing membrane will obey Eq. 16,
where the external and transmembrane transport is characterized by k, and B
and fi respectively. When solute transport through an imperfection-bearing
membrane is modelled using Eq. 14, assuming a perfect membrane, one obtains
the estimates B′ and k′. B′ and k′ are incorrect, and di�er from the correct B
and k with the following relation existing between them:

ln(B′) +
Jv
k′

= ln(B + fiJv) +
Jv
k

(17)
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which can be rearranged into:

ln

(
B′

B + fiJv

)
=

Jv
k

− Jv
k′

(18)

What we are interested in is how B′ and k′ change relative to B and k with
increasing fi. Since there are 2 unknowns, we will analyse both variables sep-
arately, assuming the other unknown constant. To study B′, we assume that
k′ = k. It follows from Eq. 18 that B′

B+fiJv
= 1 ⇔ B′ = B + fiJv. Thus, B′

will be an overestimate of B, increasingly so with higher fi, and will show a
weak �ux dependence. Assuming now that B′ = B, the left-hand side of Eq.
18 shows: B′

B+fiJv
< 1 so that the natural logarithm is a negative number. It

then follows that Jv

k < Jv

k′ ⇔ k > k′. Thus, k′ will be an underestimate of the
actual mass transfer coe�cient. An imperfection-bearing membrane will thus
appear as more permeable and more impacted by ECP than expected. This
will again only be the case if the term fiJv is signi�cant relative to B, as can
be seen in the left-hand side of Eq. 18. Thus, external mass transfer coe�cient
estimates for small solutes having a relatively high membrane permeability will
be correct regardless of imperfections, while the external mass transfer coe�-
cient estimates for larger solutes will be underestimated if the membrane bears
imperfections.

3 Materials and Methods

3.1 Experimental protocol

RO �ltration experiments were performed using a �at sheet, multichannel cell
holding 4 coupons in parallel. Flow channel dimensions are 20 mm wide, 100 mm
long and 1.5 mm high. 2 membrane types were tested: ESPA2 BWRO (Hydra-
nautics, USA) and FT30 (Filmtec - Dupont, USA). Membrane coupons were
harvested from spiral wound elements. The ESPA2 module was a �berglass-
encased element, delivered dry; the FT30 element was mesh-wrapped and de-
livered wet. Although opening up spiral wound elements risks damaging the
membranes inside, the authors have noticed that �at sheet samples (received as
such) tend to perform worse in terms of selectivity than harvested coupons. This
could be due to the membranes inside spiral wound elements being shielded from
particulates, light and friction. To avoid puncturing the membrane coupons
during cell assembly, no feed spacers were used in this experiment. Since the
relatively long and thin �ow channel does not contain a spacer, laminar �ow is
expected at a Reynolds number < 2000. At 0.05 - 0.4 m/s cross�ow velocity
used in this study, the Reynolds number was 157 - 1256, within the laminar �ow
range.
Prior to �uorophore rejection tests, the membranes were compacted at 20 bar
during 4 hours. The feed solution consisted of 0.1M NaCl and 1 mg/L pyranine.
Samples were collected after at least 30 minutes of equilibration after adjust-
ing feed pressure and/or cross�ow velocity; permeate not collected for analysis
was returned to the feed solution. NaCl rejection was measured using electrical
conductivity. Pyranine rejection was measured using a Tecan M200Pro 96 well
plate reader, at 370 nm excitation and 515 emission wavelengths. Both feed
and permeate samples were bu�ered at pH 8 prior to �uorescence analysis, as
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pyranine's �uorescence intensity is pH-dependent [26]. Permeate samples were
spiked with a concentrated NaCl solution, such that the salinity of feed and per-
meate samples was (nearly) equal. Method development had shown that NaCl
up to 0.1M does not quench pyranine �uorescence.
RO experiments were carried out between 6 and 20 bar for ESPA2 and between
8 and 35 bar for FT30, yielding �uxes between 0.9 and 25·10-6 m/s (3 to 80
lmh), at a cross�ow velocity of 0.4 m/s. At the highest pressure, cross�ow was
varied between 0.05 and 0.4 m/s. The wide range of operating conditions results
in a highly variable ECP modulus. Temperature was �xed at 25◦C using a heat
exchanger coupled to a thermostat recirculator (AP15R, VWR).

3.2 Di�usivity measurement of Pyranine

The 2D DOSY experiments were performed using the �dstegp3s� pulse program
from the standard Bruker library (double pulsed �eld gradient stimulated echo
sequence). The spectral width used was 20 ppm with 8 or 16 scans (depend-
ing on the sample) of 32K data points each being accumulated, preceded by
4 dummy scans. A relaxation delay of 1s and eddy current delay of 5ms were
used and the spectrometer excitation frequency (O1) was set to 6.175 ppm. 32
increments were measured varying the gradient strength from 2% to 98% in a
linear fashion. Di�usion time and duration of the gradient pulses were optimized
for each sample in order to give an optimal signal intensity decay and accurate
�tting. Processing consisted of one order of zero �lling to 65K real data points,
followed by exponential apodisation using a 0.30 Hz line broadening factor prior
to Fourier transformation, followed by phase correction and a zero-order base
line correction. The di�usion coe�cients could then be �tted to the data using
the Stejskal-Tanner equation.
All spectra were recorded on an Avance III HD Bruker spectrometer operating
at 1H frequency of 500.08MHz and equipped with a 5mm triple channel TXO
1H/nX/19F room temperature probe running Topspin 3.6.2. The sample tem-
perature was set at 25◦C and controlled within ± 0.1 ◦C with a Eurotherm
2000 VT controller. A Pyranine sample was prepared by vacuum drying ap-
prox. 10 mg Pyranine and dissolving it in 1 mL of D

2
O (99.90% D; Eurisotop,

France). The resulting di�usivity in D
2
O was 3.88·10-10 m2/s; this was con-

verted to aqueous di�usivity by multiplying with 1.232 to yield 4.78·10-10 m2/s.
The correction is needed to account for the higher viscosity of D

2
O relative to

H
2
O [27]. The aqueous di�usivity of 4.78·10-10 m2/s corresponds to a Stokes

diameter of 0.51 nm.

4 Results and Discussion

4.1 Contribution of imperfections to solute �ux

Imperfections are expected to contribute signi�cantly to the �ux of larger, low-
permeability solutes, and negligibly to smaller, high-permeability solutes. This
is because the contribution of imperfections to solute passage is captured in the
term B + fiJv, as shown in Eq. 16, where the contribution of imperfections
is only signi�cant if B is small enough. It follows that, for a small enough
B, even a small number of imperfections can be the dominant pathway for
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Figure 2: Contribution of imperfections to Js, as a function of fi (the fractional
contribution of imperfections to permeate �ux) and membrane permeability
coe�cient (units: m/s). Left side: solute �ux on a log-lin plot, normalized to
the most permeable solute, right side: fraction of solute �ux originating from
imperfections.

solute transport. This range of contributions by imperfections is simulated
in Fig. 2, showing the solute �ux as a function of water �ux for a range of
membrane permeability coe�cients. The solute �uxes are normalized for the
�ux of the highest permeability solute. These simulations show that for solutes
having a very low membrane permeability, even fi as low as 1·10-6 contributes
in excess of 80% of solute �ux at practical water �uxes. Fig. 2 also shows that
high permeability solutes are not suited for integrity monitoring: even when
imperfections contribute 0.01% to the permeate �ow rate, their contribution to
solute �ux is less than 10% for solutes with a membrane permeability of 1·10-8
m/s. For SWRO membranes, the NaCl permeability coe�cient is typically
around 5·10-8 m/s, showing that conductivity measurement is not suitable as
early-warning of decreased membrane selectivity.

It can also be seen in Fig. 2 that passage of relatively large solutes (small B)
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becomes independent of their membrane permeability, and thus independent of
solute size. Normally there is a very steep proportionality of solute di�usivity
within the active layer (Dm) with di�usivity in the bulk solution. In turn, the
membrane permeability coe�cient is linearly proportional to di�usivity within
the active layer according to the solution-di�usion model, so the same steep
proportionality is expected. For instance, Drazevic et al. [13] measured dif-
fusivity of 6 alcohols in the active layer of SWC4+ SWRO membranes using
ATR-FTIR, �nding that Dm decreased with almost 2 orders of magnitude with
solute size, while the bulk di�usivity decreased by less than 30% for the given
set of solutes. This yielded a proportionality of Dm ∝ D11.6. The exact pro-
portionality will depend on the speci�c membrane, but for selective membranes,
this proportionality should be large in any case. In the case of relatively large
solutes permeating through imperfections, this proportionality appears to falls
to zero as solute �ux is almost entirely through imperfections. The loss of this
large proportionality between Dm, and thus B with D is a tell-tale sign of
imperfections. This was observed by Yoon for a series of integrity monitoring
tracers, showing identical passage through a Filmtec BW30 membrane despite
di�erences in molecular weight and size [5]. In Fig. 2, the same external mass
transfer coe�cient was used for all solutes, for the clarity of presentation. In re-
ality, k and B correlate as well, since they are both functions of solute di�usivity.
Thus, larger solutes (having both a lower k and B) can display a larger passage
than smaller solutes, at practical water �uxes. This is a phenomenon that can
only be explained by convective transport through imperfections combined with
solute enrichment through ECP.

4.2 E�ect of model assumptions on solute �ux through

imperfections

In constructing the model, a few simplifying assumptions were made. The
�rst and most important one is the assumption of a fully homogeneous ECP
boundary layer on the feed side, in the plane parallel to the membrane. This
assumption therefore relies on vanishingly small Péclet numbers within the ECP
boundary layer close to imperfections, i.e. fast lateral di�usion and slow convec-
tive transport. In reality, the much higher water �ux through an imperfection
combined with no slip at the active layer implies that feed solute concentration
gradients parallel to the membrane will exist, both at the active layer surface
and at some distance away from it. This implies that the feed solution per-
meating through an imperfection is intermediate in composition between the
bulk feed solution and the feed solution at intact membrane surface. It also
implies that imperfections located close to each other can in�uence each other,
i.e. when the lateral concentration gradients they produce overlap. The second
assumption is that the �ux of solute through an imperfection does not in�u-
ence the normal, solution-di�usion type transport through neighbouring intact
active layer. This interaction could occur through lateral convection and di�u-
sion of solutes within the support layer (after membrane passage), decreasing
the local transmembrane concentration di�erence and thus suppressing trans-
port through the active layer. We will focus here on the �rst assumption only,
since we expect that lateral di�usion in the support will be strongly hindered
and therefore limited to a small border surrounding an imperfection. Addition-
ally, the membrane permeability coe�cient of the solutes under consideration
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is small, so the di�usive transmembrane transport is limited in any case.
The extent of homogeneisation in the ECP boundary layer can be explored by
studying 2 limiting cases: fully homogeneous (as assumed in Section 2.2) or no
di�usion at all between bulk feed solution permeating through an imperfection
and the surrounding feed solution within the ECP boundary layer. In the second
case, ECP is only considered at the intact active layer while the �uid entering
an imperfection is assumed to be bulk feed solution. The second case of fully
inhomogeneous boundary layer is typically considered in the solution-di�usion-
imperfection model [23]. This second case yields the following expression for
observable solute passage:

So =
B exp

(
Jv

k

)
(1 + fi) + fiJv

B exp
(
Jv

k

)
+ Jv

(19)

The 2 limiting cases present the lower and upper limit of feed solute trans-
port through imperfections, with the lower limit given by the inhomogeneous
boundary layer case. This is shown in Fig. 3, showing observable passage as a
function of �ux. The transport through imperfections will be in between both
limits, with smaller imperfections tending more towards the case of a homoge-
neous boundary layer and vice versa. More detailed, 2D numerical modelling is
underway to quantify the ECP boundary layer in the vicinity of imperfections.
The simulations shown in Fig. 3 were performed using k = 2·10-5 m/s, B =
1·10-10 m/s and fi = 1·10-5. At a practical �ux of 10 µm/s (=36 lmh), the
upper limit of passage was 25% higher than the lower limit, showing that the
uncertainty introduced is limited. With more detailed knowledge, the current
model can be supplemented: a higher �e�ective� external mass transfer coe�-
cient can be assigned to solute transport near an imperfection, which implies
less feed solute build-up close to an imperfection.
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Figure 3: Observed passage through an imperfection-bearing membrane as a
function of �ux, assuming homogeneous (blue line) or fully inhomogeneous ECP
boundary layer (purple line). It is expected that transport through real imper-
fections will be in between both limiting cases, shown as the gray hatched area.
Simulation parameters: fi = 1·10-5, k = 2·10-5 m/s, B = 1·10-10 m/s.

4.3 Errors in external mass transfer coe�cient estimates

introduced by imperfections

Linearizing solute passage and rejection, as shown in Eq. 14 for imperfection-
free membranes, yields estimates for the external mass transfer coe�cient k and
membrane permeability coe�cient B. However, as was argued in section 2.4, the
presence of imperfections will cause k and B to be underestimated and overes-
timated, respectively. The magnitude of the error depends on the magnitude of
B relative to fiJv: if B is much larger, imperfections will not have a noticeable
impact on estimates, while their impact becomes signi�cant with lower values
for B. This is illustrated in panel A of Fig. 4, where linearized passage over
rejection curves are simulated for 4 solutes, with and without imperfections (fi
= 10-5). The true values of k and B were functions of solute di�usivity, with
k ∝ D0.6 and B ∝ D10. The proportionality of k to D corresponds to an
exponent of 0.4 of the Schmidt number in the Sherwood relation (see Eq. 2).

Subsequently, k and B were estimated using linear regression assuming no
imperfections, using Eq. 14. The resulting estimates are shown in panel B of Fig.
4, normalized by the true values of k and B. As the solute di�usivity decreases
(and thus, B decreases), the impact of imperfections becomes signi�cant with
k decreasing relative to the true value and B increasing, as predicted in section
2.4. The estimate of B is not impacted nearly as much as the estimate of k,
especially considering that B is expected to vary by orders of magnitude with
modest variations in solute size, in contrast to k. The reason for this is that the
estimates of B with or without imperfections both converge to the true value of
B at zero water �ux.
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Figure 4: A) Simulated linearized passage over rejection for 4 solutes of increas-
ing size, with and without imperfections in the membrane. The external mass
transfer coe�cient (k) and membrane permeability coe�cient (B) were calcu-
lated from the solutes' di�usivity (see main text). B) k and B of the 4 solutes
for the imperfection-bearing membrane, calculated using Eq. 14. The �tted
values are normalized by the true k and B, showing that imperfections cause k
and B to be under- and overestimated respectively, with the error increasing as
B decreases.

The large impact of imperfections on the estimates of k for large solutes can
also be seen in estimates of the exponent of D in the proportionality of k ∝ Dx.
We can write for k the following function:

k = aDx ⇒ ln(k) = ln(a) + x ln(D) (20)

allowing x to be calculated by linear regression of ln(k) as a function of ln(D).
For the above simulations shown in Fig. 4, the estimate of x was 1.23, compared
to the true value of 0.6. An exponent of D larger than 1 also implies that the
exponent of the Schmidt number in the Sherwood relation would be negative.
In contrast, values for the Schmidt number exponent reported in literature are
generally in the 0.25 - 0.4 range [28, 17, 29, 30, 19], with 0.33 being the value
predicted for fully developed laminar �ow according to the Lévêque equation.

4.4 Experimental results

The observable passage of NaCl and pyranine as a function of �ux is shown in
Fig. 5, obtained at a cross�ow velocity of 0.4 m/s at varying pressure. Pyranine
displayed average LRVs of 2.83 and 3.45, corresponding to a rejection of 99.85
and 99.96 % for ESPA2 and FT30 respectively. Fluorophore rejection in the
context of integrity monitoring is preferably around 99.99%, or LRV 4 [21, 4].
NaCl rejection varried between 86.2 - 98.8 and 97.7 - 99.6% for ESPA2 and
FT30 respectively. As can be seen in Fig. 5, there is some but limited variability
between coupons of the same membrane type.
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Figure 5: Experimental observable passage of NaCl and pyranine as a function
of water �ux for both membrane types at 0.4 m/s cross�ow velocity. Note the
logarithmic Y-axis.

Solute passage for both solutes and both membranes was linearized accord-
ing to Eq. 14, assuming no imperfections in the membranes. The linearized
data is shown in Fig. 6. For Pyranine, the slope of the linearization is no-
ticeably higher for the ESPA2 tests compared to FT30, and the ESPA2 data
deviates from linearity at lower water �uxes. As was predicted by Eq. 16, the
relation between ln(SoJv/Ro) and �ux is logarithmic instead of linear in the
presence of imperfections. The resulting permeability coe�cients and external
mass transfer coe�cients of the linearization are shown in Table 1. The ESPA2
membrane is 2 to 3 times as permeable than the FT30 membrane, as expected.
Interestingly, the ESPA2 membrane appeared to be more prone to ECP than
the FT30 membrane, with lower external mass transfer coe�cients of both NaCl
and Pyranine at 0.4 m/s cross�ow velocity. It is unlikely that this di�erence is
purely experimental error: the tests were performed under identical conditions
in a temperature-controlled system, with reproducible feed �ow rates delivered
by a positive displacement pump controlled using a variable frequency drive.
Other possible explanations include a di�erent membrane surface roughness
or di�erent compaction behaviour which would change the membrane surface.
Since this is outside of the scope of the current study, this was not investigated
in further detail.

Using the external mass transfer coe�cients of NaCl and Pyranine, the pro-
portionality with di�usivity and the exponent of the Schmidt number can be
determined (see Eq. 20). The aqueous di�usivity of NaCl and Pyranine are 1.51
and 0.478·10-9 m2/s respectively. This yielded exponents of 0.375 and 0.188 for
FT30 and ESPA2, respectively. The Schmidt number exponent for the FT30
membrane is within the expected range: it is in between the value of 0.33 for
fully developed laminar �ow [29, 31] and 0.4 for turbulent �ow in spacer-�lled
channels [19]. Thus, there is no experimental evidence of small imperfections for
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Figure 6: Linearized passage over rejection data for NaCl and Pyranine, with
the �ts of Eq. 14 shown as dashed lines. Note the deviation of linearity of
Pyranine for the ESPA2 membrane at low �ux, and the higher slope of the �t
compared to the FT30 Pyranine data.

Table 1: Fitted membrane permeability coe�cients and external mass transfer
coe�cients (at 0.4 m/s cross�ow velocity, no feed spacer) .

B (m/s) k (m/s)
Solute ESPA2 FT30 ESPA2 FT30

NaCl 1.24±0.05·10-7 5.63±0.28·10-8 2.58±0.21·10-5 3.66±0.48·10-5

Pyranine 3.25±0.43·10-9 1.59±0.19·10-9 1.01±0.12·10-5 1.78±0.28·10-5
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this set of experiments. For the ESPA2 membrane however, the value is much
lower than expected, which was shown in the preceding section to be caused by
imperfections. Assuming that the correct exponent is 0.375, the lower exponent
of 0.188 corresponds to fi = 86·10-6. This value was found by predicting the ex-
pected k for Pyranine for a perfect membrane using the above Schmidt number
exponent, which then served as an input in simulating an imperfection-bearing
membrane. Increasing the convective contribution then lowers the apparent k,
reaching the value of 1.01·10-5 for fi = 86·10-6. In assuming that 0.375 is the
correct Schmidt number exponent, it is taccitly assumed that the FT30 coupons
are imperfection-free. This cannot be guaranteed; there is rather no experimen-
tal evidence of imperfections within the achieved experimental accuracy.
Using this value of fi, the contributions of convective transport and solution-
di�usion transport to the total passage of Pyranine were calculated, shown in
Fig. 7. At a �ux of 10 µm/s (=36 lmh), the contribution of imperfections
to total passage was estimated at 21%. This shows that solutes for which the
membrane displays a non-zero permeability can be used for integrity monitor-
ing, and that the increased passage can deliver a quantitative estimate of the
amount of permeate originating from convective �ow through imperfections.
The ESPA2 coupons showed a higher water and NaCl permeability compared
to the manufacturer's speci�cations, 117% and 258% of the reported values
respectively. It is clear that the comparatively small contribution of imperfec-
tions cannot explain this increased permeability, although it is possible that the
higher-than-expected permeability correlates with the presence of imperfections.
Degradation of the active layer will gradually increase permeability before form-
ing imperfections, as shown by Antony et al. [22] who progressively degraded
RO membranes using hypochlorite until almost no selectivity against NaCl re-
mained. The membranes in this study were not intentionally damaged, but
damage could have been caused during storage or by handling of the membrane
coupons.
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Figure 7: The contributions of convective transport and solution-di�usion trans-
port to Pyranine passage as a function of �ux for the ESPA2 experiments, based
on an estimate of fi = 86·10-6.

4.5 Error propagation in experimental data and in esti-

mates of fi

The equations used to �t k, B and fi, Eqs. 14 and 16, take as dependent
variable the ratio of passage over rejection. Passage and rejection are in turn
ratios of experimentally determined solute concentrations, so measurement er-
ror propagates through two consecutive divisions. To examine the e�ect of error
propagation on fi estimates, a Monte Carlo simulation was performed. Simu-
lated data of observable rejection was generated for fi varying between 1·10-6
to 1·10-3, with k �xed at 1·10-5 m/s and B equaling 1·10-11, 1·10-10 or 1·10-9
m/s. For each combination of fi, k and B, 100 series of experiments were sim-
ulated. Each experimental series consisted of 10 datums: observable passage
as a function of �ux, with the �ux being random and uniformly distributed
values in the interval of 1 to 10·10-6 m/s, mimicking one series of experiments.
To this simulated observable passage data, normally distributed random errors
were added, with the standard deviation being either 2% or 5% of the observ-
able passage value. Then, the same �tting procedure as described earlier was
applied, i.e. �tting of B, k and fi. In Fig. 8, the mean and standard deviation
of the estimated f̂i is shown, normalized by the value of fi used in the Monte
Carlo simulation. Fig. 8 shows that reliability of fi estimates depends strongly
on the absolute value of B: a relatively high membrane permeability of 1·10-9
only yields reliable fi estimates for fi > 5·10-5, even for low experimental error.
Experimental error up to 5% in combination with a low membrane permeabil-
ity is shown here to have a negligible e�ect on the accuracy of fi estimates.
Experimental error was assumed to be proportional to the absolute value of
passage (and thus to concentration), while relative error of an analytical tech-
nique generally increases at the lower end of the concentration range of said
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Figure 8: Relative mean (A) and relative standard deviation (B) of estimated fi
for fi varying between 1·10-6 to 1·10-3 using Monte Carlo simulation. Normally
distributed errors were introduced in the simulation data, with a relative error
of 2 or 5% on the simulated solute passage.

technique. This was not included in this simulation, as such considerations are
too speci�c, and because there are various methods of extending the range of
analytical techniques through sample preparation. On the high concentration
end (feed samples), samples can be diluted prior to analysis or analyzed using
less sensitive techniques (e.g. light absorption instead of �uorescence), while on
the low concentration end, samples can be concentrated through for instance
solid phase extraction or (partial) evaporation. This allows analytical range to
span many orders of magnitude, albeit at increased sample preparation e�ort.

4.6 Are certain solutes only permeating through imper-

fections?

Since for a given large solute neither the membrane permeability coe�cient
or exact external mass transfer coe�cient are known a priori, and for a given
membrane the presence or absence of small imperfections is unknown, we could
in theory consider a membrane to be impermeable to the given solute, but
containing sparse imperfections through which the solute permeates. On the
other hand, we can consider a membrane imperfection-free but assign a non-zero
permeability to the given solute. Can both scenarios be distinguished based on
data of solute passage as a function of water �ux?
In this study, we presented three phenomena related to solute passage that
are distinct for imperfection-bearing membranes. These are: non-linearity of
ln(SoJv/Ro) as a function of �ux, larger solutes displaying a passage as high or
higher than the passage of smaller solutes, and an unexpectedly low exponent
of the Schmidt number when comparing the external mass transfer coe�cient
between di�erent solutes. In the case of the passage of large solutes overtaking
smaller solutes, this was not experimentally con�rmed in this study, and appears
only to be occurring at high contributions of imperfections to water �ux. The
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other 2 phenomena were observed in this study. Of these, the �nding of a
reduced Schmidt number exponent is deemed more robust: it does not require
experimental data at very low �uxes, and by comparing the experimental data of
multiple solutes, the impact of experimental error is reduced. Additionally, the
range of expected Schmidt number exponents is rather narrow, and is limited
on the lower end by mass transfer relations developed for laminar �ow, which
are well rooted in transport theory.
However, if there is no passage data available of multiple solutes, or if the
di�usivity of tracers is unavailable, there is no straightforward method to discern
between di�usive solute transport through intact active layer and convective
transport through imperfections. In Figs. 5 and 6, the Pyranine passage data
of the FT30 and ESPA2 coupons looks highly similar, and the di�erence between
them could be easily justi�ed by the overall higher permeability of the ESPA2
membrane. It is only when the Schmidt number exponent was quanti�ed that
proof of convective transport was found.

5 Conclusions

In this study, it is shown that imperfections in RO membranes can contribute
signi�cantly to solute passage if the membrane permeability is low enough. At
the same time, the contribution of imperfections to the passage of smaller so-
lutes for which the membrane is relatively permeable is negligible, showing that
passage of small solutes such as NaCl cannot be used for integrity monitoring.
In the range of imperfections contributing 10-6 to 10-3 to permeate �ow rate,
the membrane permeability of the tracer should not be higher than 10-9 m/s
for accurate quanti�cation, provided analytical techniques allow for low enough
LOQs.
Discriminating between the expected permeability of a membrane, external con-
centration polarization and convective transport through imperfections is pos-
sible thanks to mass transport phenomena unique to imperfections. We have
identi�ed 3 such phenomena:

1. Non-linearity of ln(SoJv/Ro) as a function of �ux, which becomes a log-
arithmic relation in the presence of imperfections. The non-linearity is
most noticeable when solute passage is measured at a wide range of wa-
ter �uxes, and must include low water �uxes. This was experimentally
observed in this study.

2. Identical passage of solutes with varying size or di�usivity, or larger so-
lutes �overtaking� smaller solutes in passage. This was not experimentally
observed, but has been reported earlier [5].

3. Remarkably low estimate of the Schmidt number exponent when compar-
ing the external mass transfer coe�cient of multiple solutes, or conversely,
a high apparent proportionality between the external mass transfer coef-
�cient and solute di�usivity. This was observed, and is also deemed the
most reliable method of quantifying the contribution of imperfections to
water �ux. This method can be applied on large datasets consisting of mul-
tiple solutes with passage measured at multiple �uxes, thereby increasing
the reliability of quantifying imperfections.
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There is no a priori knowledge of the membrane permeability coe�cient or
external mass transfer coe�cient needed, only the solutes' di�usivity must be
known. Therefore, the methods outlined in this paper are broadly applicable to
�uorescence membrane integrity monitoring, and can be applied in real-time.
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