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Abstract

Fanpy is a free and open-source Python library for developing and testing multideterminant
wavefunctions and related ab initio methods in electronic structure theory. The main use of
Fanpy is to quickly prototype new methods by making it easier to convert the mathematical for-
mulation of a new wavefunction ansätze to a working implementation. Fanpy is designed based
on our recently introduced Flexible Ansatz for N-electron Configuration Interaction (FANCI)
framework, where multideterminant wavefunctions are represented by their overlaps with Slater
determinants of orthonormal spin-orbitals. In the simplest case, a new wavefunction ansatz
can be implemented by simply writing a function for evaluating its overlap with an arbitrary
Slater determinant. Fanpy is modular in both implementation and theory: the wavefunction
model, the system’s Hamiltonian, and the choice of objective function are all independent mod-
ules. This modular structure makes it easy for users to mix and match different methods and
for developers to quickly explore new ideas. Fanpy is written purely in Python with standard
dependencies, making it accessible for various operating systems. In addition, it adheres to
principles of modern software development, including comprehensive documentation, extensive
testing, quality assurance, and continuous integration and delivery protocols. This article is
considered to be the official release notes for the Fanpy library.

1 What is Fanpy?
Fanpy is a free, open-source, and cross-platform Python 3 library for ab initio electronic struc-
ture calculations. The key innovative aspect of this library is the adoption of the Flexible Ansatz
for N-electron Configuration Interaction (FANCI) mathematical framework[1]. By adopting this
framework, ab initio electronic structure methods are represented as a collection of four parts, each
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of which is developed as an independent module of Fanpy: (a) the (multideterminant) wavefunc-
tion model (b) the system Hamiltonian represented by its one- and two-electron integrals (c) an
equation (or system of equations) that is equivalent to the Schrödinger equation, (d) an algorithm
for optimizing the objective function(s). Section 4 details the features of each module, though the
main advantage of Fanpy is that new features can be easily implemented in each module.

In the FANCI framework, a wavefunction is represented by its overlap with a set of reference
states (e.g., Richardson eigenfunctions[2, 3]). In Fanpy, Slater determinants are explicitly used as
the reference states and the wavefunction ansätze of interest are multideterminant wavefunctions
with parameterized coefficients,

|ΨFANCI⟩ =
∑

m∈Sm

f(m, P⃗ ) |m⟩ (1)

where

|m⟩ = |m1m2 . . .mN−1mN ⟩ = a†m1
a†m2

. . . a†mN−1
a†mN

|⟩ (2)

denotes a Slater determinant, Sm is the set of Slater determinants included in the wavefunction, and
f is a function that determines the coefficient of each Slater determinant, m, using the parameters,
P⃗ . Note that f is simply the overlap of the parameterized wavefunction with the Slater determinant,

f(m, P⃗ ) = ⟨m|ΨFANCI⟩ (3)

Similarly, the Hamiltonian is expressed in terms of its CI matrix elements,

⟨m|Ĥ|n⟩ = ⟨m|
∑
ij

hija
†
iaj +

1

2

∑
ijkl

gijkla
†
ia

†
jalak|n⟩ (4)

The objective functions supported by Fanpy combine the overlaps and the CI matrix elements to
approximate the Schrödinger equation.

2 About Fanpy
The source code of Fanpy is maintained on GitHub; see https://github.com/theochem/fanpy,
and a comprehensive documentation, including useful tests, scripts, and examples, is hosted on
Read the Docs; see https://fanpy.readthedocs.io/en/latest/index.html. In this article, we
list the key features and capabilities of Fanpy in section 4 to establish its philosophy and framework,
and exemplify them in section 5.

3 Why Fanpy?
Many quantum chemistry packages support computations with multideterminant methods. Most
of these packages (e.g. Gaussian[4] and MolPro[5]) are closed-source, making it nearly impossible
to develop new methods without special permissions. Even for packages whose source code is
available, the code is often monolithic, making it difficult to implement new fundamental methods
without thoroughly understanding nearly the entire code base. Moreover, the low-level code is often
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highly optimized, abstracts away critical components of ab initio methods, and not suitable for
subsequent modification. Such code often remain unchanged for decades, has little documentation,
and rarely follows modern software development principles. Though some packages try to address
this issue, the development of post-Hartree-Fock (post-HF) methods remains difficult. For example,
Psi4Numpy[6] is a collection of Python scripts and Jupyter notebooks that implement several post-
HF methods using Psi4 to generate necessary inputs, such as CI matrices and one- and two-electron
integrals. It is an excellent package for learning about standard quantum chemistry methods or
implementing embellishments of standard methods. However, developing a novel method (e.g.
a new wavefunction ansatz) would likely require all related processes to be implemented in or
interfaced to Psi4, which requires a thorough understanding of the Psi4 package as a whole[7].
The Ghent Quantum Chemistry Package (GQCP) is quite modular, and has a convenient Python
interface that exposes some code features/options, but one must still delve deep into the source code
to construct bespoke wavefunction models or specific active/projection spaces. Fanpy is distinct
from GQCP as it compromises performance (to a great extent) in return for flexibility and ease of
prototyping[8]. In particular, we are aware of no other software that makes it quick and easy to
implement a new objective function and its associated optimization algorithm, implement the action
of the Hamiltonian on a new wavefunction ansatz, and select alternative active and/or projection
spaces.

Due to the difficulty of developing new methods in these legacy codes, we developed our own
Helpful Open-Source Research TOol for N-electron systems (HORTON)[9]. The first two versions
of HORTON were also monolithic, and even wavefunction models that were simple on paper were
difficult to implement. These are resolved in HORTON3 with separate modules for IOData[10] (in-
put/output), Grid (numerical integration), GBasis (Gaussian-basis-set evaluation and integrals),
GOpt (geometry optimization), and Meanfield (self-consistent field calculations). Fanpy is the cor-
related wavefunction module of HORTON3. Pybest is an alternative approach that meets some of
the objectives of Fanpy, based on a (heavily revised, modernized, and extensively extended) version
of HORTON2.[11] Like Fanpy, Pybest supports unconventional wavefunction methods (e.g., various
seniority-zero methods).

Fanpy was envisioned as a development tool for new correlated-wavefunction methods; the goal
is to help researchers quickly implement and test their ideas. Towards this goal, Fanpy is designed
to be modular and general. Its modularity helps to isolate and minimize the amount of code
that needs to be understood, and perhaps modified, to implement a new method. For example,
implementing a new wavefunction ansatz requires modifying only the wavefunction module, and
does not require explicit consideration of how the Hamiltonian will act upon that wavefunction nor
of how the orbitals and parameters within the wavefunction will be optimized. The modules of
Fanpy are designed to be as general as possible, so that features from one module are compatible
with features from the other modules. The compatibility between the modules ensures that any
developed method (e.g. a wavefunction ansatz) can be used in conjunction with the other methods
(e.g. orbital optimization, model Hamiltonians, the projected Schrödinger equation, etc). We
provide comprehensive documentation and examples to further aid the development of new methods
in Fanpy.

4 Features of Fanpy
We display various features of Fanpy by discussing each module and their intended purposes:
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• The wavefunction module is developed in accordance with the FANCI framework[1]. In the
FANCI framework, the wavefunction is entirely represented by its overlaps with Slater deter-
minants built from orthonormal orbitals. Similarly, each wavefunction in Fanpy is defined by
its parameters and a function that returns an overlap for the given Slater determinant. The
overlap can be provided as a standalone function or defined within a class structure, templated
from an abstract base class. The following wavefunctions have already been implemented:
configuration interaction (CI) with single and double excitations (CISD)[12]; doubly-occupied
configuration interaction (DOCI)[13–16]; full CI[17]; selected CI wavefunctions with a user-
specified set of Slater determinants; antisymmetrized products of geminals (APG)[18–28]; an-
tisymmetrized products of geminals with disjoint orbital sets (APsetG)[29]; antisymmetrized
product of interacting geminals (APIG)[29–57]; antisymmetric product of 1-reference-orbital
interacting geminals (AP1roG; equivalent to pair-coupled-cluster doubles)[58]; antisymmetric
product of rank-two interacting geminals (APr2G)[2]; determinant ratio wavefunctions[1];
antisymmetrized products of tetrets (4-electron wavefunctions)[1]; matrix product states
(MPS)[59]; neural network wavefunctions; coupled-cluster (CC) with arbitrary excitations
(including, but not limited to, CCSD, CCSDT, and CC with seniority-specific excitations)[1,
60–65], geminal coupled-cluster wavefunctions[37–39, 41, 58], generalized CC, and seniority-
increasing CC. We also support these wavefunctions with nonorthogonal orbitals, and linear
combinations of any of the aforementioned wavefunctions.

• The Hamiltonian module contains Hamiltonians commonly used in electronic structure theory.
Similar to the wavefunctions, each Hamiltonian in Fanpy is defined by its representation in
orbital basis set (i.e. one- and two-electron integrals) and a function that returns the integral
of the Hamiltonian with respect to the given Slater determinants. The following Hamiltonians
have already been implemented: the electronic Hamiltonian in the restricted, unrestricted,
and generalized basis; the seniority-zero electronic Hamiltonian[66]; and the Fock operator in
the restricted basis. In addition, the Pariser-Parr-Pople[67–70], Hubbard[70, 71], Hückel[70,
72], Ising[70, 73, 74], Heisenberg[70, 74, 75], and Richardson[76, 77] model Hamiltonians
are available as restricted electronic Hamiltonians through the ModelHamiltonian GitHub
repository[78]. Orbital optimization is available if a function returning the derivative with
respect to orbital rotation parameters is provided. At the moment, only restricted electronic
Hamiltonians support orbital optimization.

• The objective module is responsible for combining the wavefunction and the Hamiltonian
to form an equation or a system of equations that represents the Schrödinger equation. In
Fanpy, the objective function can be the variational optimization of the expectation value of
the energy[79–83], the projected Schrödinger equation[29, 41, 54], or a local energy expression
to be sampled (as in variational quantum Monte Carlo)[84–89].

• The solver module contains algorithms that optimize/solve the equations from the objective
module. It supports optimizers from SciPy[90], which includes constrained/unconstrained lo-
cal/global optimizers for multivariate scalar functions (i.e. energy) and algorithms for solving
nonlinear least-squares problems and for finding roots of a system of nonlinear equations (i.e.,
projected Schrödinger equation). For CI wavefunctions, we also support brute-force eigen-
value decomposition. In addition, Fanpy interfaces to several algorithms for derivative-free
global optimization problems including the Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) algorithm[91] from pycma[92] and algorithms using decision trees and Bayesian op-
timization from scikit-optimize[93]. At the moment, no in-house optimization algorithms
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specialized for electronic structure theory problems are included. However, Fanpy’s modular
design makes it easier to develop sophisticated domain-specific optimization algorithms. The
objective module provides high-level control over the parameters involved in the optimization
(e.g., active and frozen parameters) and can be changed dynamically throughout the optimiza-
tion process. These parameters can be saved as a checkpoint throughout the optimization.
(The default is to checkpoint at each function evaluation.) Furthermore, the objective module
provides flexibility to add additional parameters (e.g., model hyperparameters) and to add
nonlinear constraints to the Projected Schrödinger equation.

• The tool module provides various utility functions used throughout the Fanpy package.
Though some tools have specialized uses, the tools for manipulating and generating Slater de-
terminants are used frequently throughout Fanpy. These tools are essential when developing
methods in Fanpy because Slater determinants are the common language of the independent
modules. The slater module provides functions for manipulating Slater determinants and
converting them from one form to another. Within Fanpy, Slater determinants are represented
as a binary number, where the positions of 1’s are the indices of the occupied spin-orbitals.
The slater module can, for example, provide the occupied spin orbital indices from the given
Slater determinant. The sd_list module provides easy ways to generate Slater determinants
of the desired characteristics (e.g. order of excitation from ground state, spin, seniority). This
module is frequently used to construct the projection space by which the objective function
is evaluated. In addition, the tool module provides wrappers to other modules of HORTON3
and other quantum chemistry software, including Gaussian[4], PySCF[94], and Psi4[7]. These
programs can then be used to generate one- and two-electron integrals for Fanpy.

5 Examples
These examples are based on the version 1.0 of Fanpy. Please refer to the Fanpy website for the
latest documentation and examples.

Running a calculation: Fanpy can be used directly as a Python library (e.g., in a script or
Jupyter notebook) or through its command-line utility,

1 fanpy_run_calc -h

For ease of use, fanpy_run_calc provides limited access to Fanpy’s features using sensible
default settings. However, it is recommended to create and execute a Python script/notebook
because it provides a transparent record of the calculation (and its settings) and the full range of
Fanpy’s features. For assistance in creating a Python script, Fanpy provides a command-line tool,
fanpy_make_script. This tool creates a script from the given specifications, which can then be
modified if a desired feature is not covered by the command-line tool.

The following Python script gives an example of AP1roG calculation for oxygen molecule in a
double zeta basis set:

1 import numpy as np
2 from fanpy.wfn.geminal.ap1rog import AP1roG
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3 from fanpy.ham.restricted_chemical import RestrictedMolecularHamiltonian
4 from fanpy.eqn.projected import ProjectedSchrodinger
5 from fanpy.solver.system import least_squares
6 from fanpy.tools.sd_list import sd_list
7

8 nelec = 16
9

10 # Hamiltonian
11 oneint = np.load('one_oxygen.npy')
12 twoint = np.load('two_oxygen.npy')
13 ham = RestrictedMolecularHamiltonian(oneint, twoint)
14

15 # Wavefunction
16 wfn = AP1roG(nelec, ham.nspin)
17

18 # Projection space of first and second order excitation
19 pspace = sd_list(nelec, ham.nspin, exc_orders=[2], seniority=0)
20

21 # Projected Schrodinger Equation
22 eqns = ProjectedSchrodinger(wfn, ham, pspace=pspace)
23

24 # Solve
25 results = least_squares(eqns)
26 print('AP1roG electronic energy (Hartree):', results['energy'])

Since Fanpy targets post-HF methods, the orbitals (and the corresponding system specific infor-
mation) must be provided in the form of one- and two-electron integrals. The one- and two-electron
integrals must be provided as two- and four-dimensional numpy arrays, respectively, whose indices
are in the same order as the integrals in the physicists’ notation. To generate the integrals from
a single-determinant calculation, Fanpy provides wrappers for HORTON, PySCF, and Psi4 via the
fanpy.tools.wrapper module. The Gaussian .fchk file can be converted into .npy file using the
HORTON wrapper, which will also compute the required one- and two-electron integrals.

Implementing a wavefunction: New wavefunctions can be implemented in Fanpy by making
a subclass of the wavefunction base class or by providing the overlap function to a utility function.
The subclass requires the method get_overlap to be defined.

As a simple example, recall that expansion of a Slater determinant of nonorthogonal orbitals in
orthogonal Slater determinants is given by:

|Ψ⟩ =
N∏
i=1

2K∑
j

Cija
†
j |θ⟩

=
∑
m

|C(m)|− |m⟩
(5)
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In Fanpy, this corresponds to:

1 import numpy as np
2 from fanpy.wfn.base import BaseWavefunction
3 from fanpy.tools.slater import occ_indices
4

5 class NonorthogonalSlaterDeterminant(BaseWavefunction):
6 def get_overlap(self, sd, deriv=None):
7 # get indices of the occupied spin orbitals
8 occs = occ_indices(sd)
9 # reshape the parameters

10 # NOTE: parameters are stored as a one-dimensional array by default
11 params = self.params.reshape(self.nelec, self.nspin)
12 # compute the overlap
13 if deriv is None:
14 return np.linalg.det(params[:, occs])
15

16 # compute the derivative of the overlap
17 output = np.zeros(params.shape)
18 for deriv_row in range(self.nelec):
19 for j, deriv_col in enumerate(occs):
20 # compute the sign associated with Laplace formula
21 sign = (-1)**(deriv_row + j)
22 # get rows and columns with the appropriate row/column removed
23 row_inds = np.arange(self.nelec)
24 row_inds = row_inds[row_inds != deriv_row]
25 col_inds = occs[occs != deriv_col]
26 # compute minors (determinant after removing row and column)
27 minor = np.linalg.det(params[row_inds[:, None], col_inds[None, :]])
28 output[deriv_row, deriv_col] = sign * minor
29 # derivative is returned as a flattened array
30 # deriv contains the indices of the parameters with respect to which
31 # the overlap is derivatized
32 return output.ravel()[deriv]

The method get_overlap returns the overlap of the given Slater determinant when deriv=None
and returns its gradient with respect to the parameters specified by deriv otherwise (deriv is a
one-dimensional numpy array of parameter indices). Further details on the API of get_overlap
are provided in the online documentation. Unlike the wavefunctions already implemented in Fanpy,
this wavefunction does not have default initial parameters, which means that they must be supplied
when instantiating the wavefunction. For example, the following code block shows how to initialize
to the ground-state (orthogonal) Slater determinant.
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1 from fanpy.tools.slater import ground, occ_indices
2

3 # get indices of the HF ground state
4 ground_indices = occ_indices(ground(16, 36))
5 # initial parameters (only contain the occupied orbitals in HF ground state)
6 init_params = np.zeros((16, 36))
7 init_params[np.arange(16), ground_indices] = 1
8

9 wfn = NonorthogonalSlaterDeterminant(16, 36)
10 # assign parameters
11 wfn.assign_params(init_params)

Alternatively, the wavefunction can be constructed using the utility function: wfn_factory.

1 import numpy as np
2 from fanpy.wfn.utils import wfn_factory
3

4 def olp(sd, params):
5 occs = occ_indices(sd)
6 # NOTE: Since the only information available come from the arguments sd and
7 # params, additional information that would otherwise be stored as
8 # instance's attributes and properties must be explicitly defined
9 nelc = 16

10 nspin = 36
11 # reshape the parameters
12 params = params.reshape(nelec, nspin)
13 return np.linalg.det(params[:, occs])
14

15 def olp_deriv(sd, params):
16 occs = occ_indices(sd)
17 # hardcode essential information
18 nelc = 16
19 nspin = 36
20 # reshape the parameters
21 params = params.reshape(nelec, nspin)
22 # same as above except replace self.nelec with nelec
23 # ...
24 # NOTE: the overlap is derivatized with respect to all wavefunction
25 # parameters unlike above
26 return output.ravel()
27
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28 # number of electrons
29 nelec = 16
30 # number of spin orbitals
31 norbs = 36
32 # construct wavefunction using the initial parameters
33 wfn = wfn_factory(olp, olp_deriv, 16, 36, init_params)

It is recommended to implement wavefunctions using the class structure because it helps make
the code cleaner by limiting repetitions and makes the code easier to unit test by breaking it into
smaller pieces. For a quick and dirty implementation, however, the utility function may be easier.

Implementing a Hamiltonian: Similar to the wavefunction, new Hamiltonians can be im-
plemented in Fanpy by making a subclass of the Hamiltonian base class or by passing a function
that evaluates the integrals to a utility function. In addition to the general Hamiltonian base class,
Fanpy provides base classes according to the type of orbitals used in the Hamiltonian: restricted,
unrestricted, and generalized. The subclass to the orbital specific Hamiltonian base class requires
the method integrate_sd_sd to be defined.

For example, to implement the Hückel Hamiltonian:[70]

Ĥ =
∑
ij

∑
σ

hija
†
iσajσ

hij =


αi if i = j

βij if spatial orbitals i and j belong to atoms that participate in a bond
0 else

(6)

1 from fanpy.ham.base import BaseHamiltonian
2 from fanpy.tools import slater
3

4 class HuckelHamiltonian(BaseHamiltonian):
5 def __init__(self, one_int):
6 # NOTE: provided integrals correspond to spatial orbitals
7 self.one_int = one_int
8

9 @property
10 def nspin(self):
11 return self.one_int.shape[0] * 2
12

13 def integrate_sd_wfn(self, wfn, sd, wfn_deriv=None, ham_deriv=None):
14 # use the default method except only the first order excitations are used
15 return super().integrate_sd_wfn(
16 wfn, sd, wfn_deriv=wfn_deriv, ham_deriv=ham_deriv, orders=(1,)
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17 )
18

19 def integrate_sd_sd(self, sd1, sd2, deriv=None, components=False):
20 # get the difference of the Slater determinants (i.e. which orbitals are
21 # occupied in one determinant but not in the other)
22 diff_sd1, diff_sd2 = slater.diff_orbs(sd1, sd2)
23 # derivative not supported here
24 if deriv:
25 raise NotImplementedError
26 # if order of excitation between the two Slater determinants is two or greater
27 if len(diff_sd1) >= 2 or len(diff_sd2) >= 2:
28 return 0.0
29 # if two Slater determinants do not have the same number of electrons
30 if len(diff_sd1) != len(diff_sd2):
31 return 0.0
32 # if two Slater determinants are the same
33 if len(diff_sd1) == 0:
34 # get the indices of the spatial orbitals that correspond to the
35 # occupied spin orbitals
36 shared_alpha_sd, shared_beta_sd = slater.split_spin(
37 slater.shared_sd(sd1, sd2), self.nspatial
38 )
39 shared_alpha = slater.occ_indices(shared_alpha_sd)
40 shared_beta = slater.occ_indices(shared_beta_sd)
41 # sum over the occupied orbitals
42 output = np.sum(self.one_int[shared_alpha, shared_alpha])
43 output += np.sum(self.one_int[shared_beta, shared_beta])
44 return output
45 # if two Slater determinants are different by one-electron excitation
46 # get indices of the spatial orbitals
47 spatial_ind1 = slater.spatial_index(diff_sd1[0], self.nspatial)
48 spatial_ind2 = slater.spatial_index(diff_sd2[0], self.nspatial)
49 return self.one_int[spatial_ind1, spatial_ind2]

Though it is not necessary, the subclass defines integrate_sd_wfn to specify that the Hamil-
tonian only contains one-body operators. By default, integrate_sd_wfn assumes that the Hamil-
tonian contains one- and two-body operators.

Alternatively, the Hamiltonian can be constructed using the utility function

1 from fanpy.ham.utils.factory import ham_factory
2 from fanpy.tools import slater
3
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4 def integrate_sd_sd(sd1, sd2, one_int):
5 diff_sd1, diff_sd2 = slater.diff_orbs(sd1, sd2)
6 nspatial = one_int.shape[0]
7 # same as above except replace self.one_int with one_int
8 # and self.nspatial with nspatial
9 # ...

10

11 # construct Hamiltonian for 36 electrons
12 ham = ham_factory(integrate_sd_sd, oneint, 36, orders=(1,))

Again, using the class structure is encouraged because its structure can be cleaner and more trans-
parent and because it provides finer control over the Hamiltonian. For example, if integrate_sd_wfn
is directly implemented rather than integrate_sd_sd, then integrate_sd_wfn can be vectorized
over the given Slater determinant and its excitations associated with the application of the Hamil-
tonian. When the derivative of the integral is not provided, orbital optimization is only available
through relatively inefficient gradient-free optimization algorithms, such as CMA-ES.

Since the Hückel Hamiltonian is defined by its one-electron integrals, this class can be used
to describe any Hamiltonian with only one-body operators. The integrals for the Hückel Hamil-
tonian (and other model Hamiltonians) can be generated using the ModelHamiltonian GitHub
repository[78].

Implementing an Objective: New objectives can be implemented in Fanpy by making a
subclass of the objective base class. The subclass requires the method objective to be defined.
To use the gradient (or Jacobian) in the optimization algorithm, the subclass must also contain
the method gradient (or jacobian). The Jacobian is used to solve the system of nonlinear equa-
tions (projected Schrödinger equation). These objectives can then be solved using the appropriate
methods in the solver module. For example, the energy related objectives can be solved via min-
imization and the projected Schrödinger equation related objectives can be solved via root-finding
and least-squares algorithms.

For example, consider the local energy used in the orbital-space variational Quantum Monte
Carlo[86],

EL =
∑
i

⟨Φi|Ĥ|Ψ⟩
⟨Φi|Ψ⟩

(7)

where the Slater determinant, Φi, is sampled according to the distribution p(Φi) =
⟨Ψ|Φi⟩2∑
k⟨Ψ|Φj⟩2

.
This corresponds to:

1 from fanpy.eqn.base import BaseSchrodinger
2

3 class LocalEnergy(BaseSchrodinger):
4 def __init__(self, wfn, ham, pspace, param_selection=None):
5 super().__init__(wfn, ham, param_selection=param_selection)

11



6 # param_selection is used to select the parameters that are active
7 # throughout the optimization
8 self.pspace = pspace
9 # pspace is the list of Slater determinants from which local energy is

10 # computed
11

12 @property
13 def num_eqns(self):
14 # number of equations is used to differentiate objectives in the solver
15 return 1
16

17 def objective(self, params):
18 # assign (active) parameters to the respective wavefunction and
19 # Hamiltonian
20 # note that params is always flattened (1-dimensional) for compatibility
21 # with solvers
22 self.assign_params(params)
23 output = 0.0
24 for sd in self.pspace:
25 output += self.ham.integrate_sd_wfn(sd, self.wfn) / self.wfn.get_overlap(sd)
26 return output
27

28 def gradient(self, params):
29 self.assign_params(params)
30 # note that gradient of the objective is also flattened (1-dimensional)
31 output = np.zeros(params.size)
32 for sd in self.pspace:
33 # indices of the wavefunction parameters that are active
34 wfn_inds_component = self.indices_component_params[self.wfn]
35 if wfn_inds_component.size > 0:
36 # indices of the objective parameters that correspond to the
37 # wavefunction
38 wfn_inds_objective = self.indices_objective_params[self.wfn]
39

40 # differentiate local energy with respect to wavefunction parameters
41 output[wfn_inds_objective] += (
42 self.ham.integrate_sd_wfn(sd, self.wfn, wfn_deriv=wfn_inds_component)
43 / self.wfn.get_overlap(sd)
44 )
45 output[wfn_inds_objective] -= (
46 self.ham.integrate_sd_wfn(sd, self.wfn)
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47 * self.wfn.get_overlap(sd, deriv=wfn_inds_component)
48 / self.wfn.get_overlap(sd) ** 2
49 )
50 # indices of the Hamiltonian parameters that are active
51 # Used when hamiltonian has parameters to optimize (e.g. orbital
52 # optimization)
53 ham_inds_component = self.indices_component_params[self.ham]
54 if ham_inds_component.size > 0:
55 # indices of the objective parameters that correspond to the
56 # hamiltonian
57 ham_inds_objective = self.indices_objective_params[self.ham]
58

59 # differentiate local energy with respect to Hamiltonian parameters
60 output[ham_inds_objective] += (
61 self.ham.integrate_sd_wfn(sd, self.wfn, ham_deriv=ham_inds_component)
62 / self.wfn.get_overlap(sd)
63 )
64 return output

Though it is not required, providing the indices in the gradient ensures that users can specify the
parameters that are active during the optimization via the attribute param_selection.

6 Frequently Asked Questions
Who is Fanpy for? Fanpy was designed to be used by developers of post-HF methods, espe-

cially those interested in new multireference wavefunction ansätze. To use our library, extensive
programming experience is not necessary, because: Fanpy’s modular design and extensive docu-
mentation make it easy to understand and extend the existing methods and base classes. The base
classes serve as templates to help ensure that the developed method fits together with the rest of
Fanpy seamlessly. Developers with programming experience but a limited background in post-HF
methods should have an easier time understanding the code because the methods are documented
with the corresponding equations (and their derivations) and are implemented in a simple and
straight-forward fashion.

What is the mission of Fanpy? Our goal is to develop a platform where developers of
new ab initio methods can quickly implement and test their ideas. We hope to make it easier for
researchers—whether they are seasoned professors or new graduate students—to test their ideas
without being burdened by undocumented code conventions, untested source code, mysterious
equations, or cumbersome installation processes.

What does Fanpy do? As elaborated in Sections 4 and 5, Fanpy provides independent mod-
ules that facilitate the development of new multideterminant wavefunctions, Hamiltonians, rep-
resentations of the Schrödinger equation (objective functions), and optimization algorithms. We
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designed these modules to be compatible with one another so that researchers can easily customize
their calculations and experiment with different combinations of methods and algorithms.

What are the limits of Fanpy? At present, Fanpy is not designed for high performance. In
fact, its performance was often deliberately compromised to prioritize ease of use and development.
For accessibility, Fanpy was written in pure Python even though other languages, such as C++
and Julia, may be better suited for high-performance parallel computing. Moreover, while Fanpy’s
modular design is important for its extendibility and customizability, it prevents some types of
algorithmic improvements. Since a method in its early stages of development is often intractably
expensive, calculations in Fanpy are often limited to small model systems with small basis sets. Some
of the more efficient methods (e.g. AP1roG, which could be extended to thousands of electrons in
an efficient implementation) are limited to about 100 electrons in Fanpy. Consistent with the overall
mission of HORTON3, therefore, Fanpy should be viewed as a research tool that allows developers
to quickly implement and test their ideas, rather than a comprehensive quantum chemistry suite
that can simulate large chemical systems. The intention is that after a researcher establishes that
a method is of practical utility, a more efficient implementation can be developed.

How do I install Fanpy? The Fanpy library can be installed using Python package-management
systems pip and conda or directly from its source code. Since Fanpy is purely Python and depends
mainly on common Python libraries (NumPy and SciPy), it can be installed by simply copying the
source code onto the desired directory (though this is not recommended). Detailed instructions on
how to install Fanpy are available on the Fanpy website.

What is the future direction of Fanpy? In addition to developing additional methods
relevant to our scientific interests, the next iteration of Fanpy will mainly focus on improving its
performance. The computationally critical components will be outsourced to highly optimized
libraries, such as our in-house CI software, PyCI. Some of the performance bottlenecks will be
removed by reimplementing some features in Cython or C++. As these improvements may cause
problems for some users in terms of ease of use and installation, the pure Python implementation
of Fanpy will continue to be available. In terms of new features, modules for (arbitrary-order)
perturbation theory, equations-of-motion, and quantum-mechanical embedding are currently in
various stages of development.

7 Summary
This brief paper introduces Fanpy as a library for developing new post-HF ab initio methods.
Fanpy’s goal is to help researchers quickly test their ideas for new correlated electronic structure
theory methods and, to achieve this goal, Fanpy contains many methods that can be used in
countless combinations with one another. These methods are of intrinsic interest but, moreover,
they serve as examples to be extended upon. Base classes are available as templates to help users
develop a structure that is compatible with the rest of Fanpy.
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