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Abstract

As emotion analysis in text has gained a lot
of attention in the field of natural language
processing, differences in emotion expression
across languages could have consequences for
how emotion detection models work. We eval-
uate the language-dependence of an mBERT-
based emotion detection model by comparing
language identification performance before and
after fine-tuning on emotion detection, and per-
forming (adjusted) zero-shot experiments to
assess whether emotion detection models rely
on language-specific information. When deal-
ing with typologically dissimilar languages, we
found evidence for the language-dependence
of emotion detection.

1 Introduction

As language finds itself at the crossroads of cogni-
tion and culture, it has been a thoroughly investi-
gated subject in the context of emotion research and
has given rise to questions as how emotion expres-
sion varies across languages and whether language
has an impact on emotion conceptualisation and
perception.

Indeed, many studies have reported on the cul-
tural relativity of emotion, often underscoring the
diversity in emotion lexicons across languages: not
only is there a big variability in which emotional
states are included in the lexicon of a language with
a designated emotion term (e.g., a word for sadness
seems to be missing in Tahiti (Levy, 1984)), but
there are also many differences in the connotations
and meanings of emotion terms across languages
(Mesquita et al., 1997; Wierzbicka, 1999).

Instead of focusing on emotion conceptualisa-
tion and experience, one could also ask whether
emotions are expressed differently across lan-
guages. Again, this can be reflected in differ-
ences in emotion vocabulary, but also in language-
specific phraseology. In Russian, for example, the
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verbalisation of emotion is very much focused
on the human body, and the numerous diminu-
tive suffixes exhibit different emotional nuances
(Wierzbicka, 1999). Noteworthy is also the dis-
tinction between individualistic and collectivist cul-
tures, where the latter are associated with more
reticence to express emotions, while the former ex-
hibit more open emotion expression (Semin et al.,
2002).

As emotion analysis in text has gained a lot of
attention in artificial intelligence and the field of
natural language processing (NLP) as well (Calvo
and Mac Kim, 2013; Mohammad, 2016), language-
dependent conceptualisation and expression could
have consequences for how emotion detection mod-
els work. Analogously to humans who might need
knowledge about the linguistic code (e.g., to know
whether irony is often used in a specific language
or to understand language-specific phraseology) to
correctly judge the emotional value of someone’s
utterance, machine learning models might need this
knowledge as well in order to accurately predict
emotions from text. Therefore, we investigate the
language-dependence of the task of emotion detec-
tion. In other words, we want to know whether
knowledge about the language identity is needed
to make accurate emotion predictions.

For this analysis, we will look at languages from
different language families and branches (e.g., Ger-
manic, Italic and Indo-Iranian in the Indo-European
language family or Chinese from the Sino-Tibetan
language family) in order to include languages with
different structural features. Although language
families are not the same as the classes defined in
the field of linguistic typology (i.e., the analysis,
comparison, and classification of languages accord-
ing to their common structural features and forms),
languages within one language family are generally
more typologically similar than languages from dif-
ferent families.

As transformer models are currently state of the
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art in many NLP tasks, we investigate the language-
dependence of multilingual BERT (mBERT), the
transformer model introduced by Devlin et al.
(2019) which was trained on 104 languages. We
foresee two kinds of experiments. First, we inves-
tigate how much language-specific information is
preserved in the BERT representations by compar-
ing performance on the task of language identifi-
cation both before and after fine-tuning on emo-
tion detection. Second, zero-shot transfer learning
(training on a source language and testing directly
on the target language English) is compared with
training on machine-translated data, i.e., data that
was originally in English but automatically trans-
lated to the source language (‘semi-zero-shot trans-
fer learning’). These models thus learn from the
same source language, but in the semi-zero-shot
set-up language-specific information from the tar-
get language (like idioms, phraseology or cultural
codes) might still be preserved, thus aiding perfor-
mance during test time on the target language.

In Section 2, we describe the literature on cross-
lingual emotion research (Section 2.1) and discuss
related work dealing with language dependency in
NLP (Section 2.2). In Section 3 we explain our
method by describing the data and resources (Sec-
tion 3.1) and by zooming in on the experimental
set-up (Section 3.2). The results are reported in
Section 4 and further discussed in Section 5, fol-
lowed by a conclusion in Section 6.

2 Related work

2.1 Emotions across languages

While many psychological models assume that
emotions are distinct from linguistic processing,
growing psychological research suggests that lan-
guage plays an important role in both emotion expe-
rience and perception. Especially in psychological
constructionist theories of emotion, language is
considered as doing more than merely communi-
cating emotion. Instead, language contributes to
the conceptualisation of emotion itself (Lindquist
etal., 2015).

In the constructionist view, the experience of
emotion takes place when sensations inside and
outside the body are made meaningful in their con-
text by use of concept knowledge. This is referred
to as the theory of constructed emotion or — as it
was previously called — the conceptual act theory
(Barrett, 2006). Concept knowledge is the knowl-
edge we have about different categories, acquired
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via semantic knowledge and personal experience
(Lindquist et al., 2015). Both language and culture
can thus play an important role here.

The role of language in emotion can be linked to
the linguistic relativity hypothesis (Whorf, 1956).
Linguistic relativity, often referred to as the Sapir-
Whorf hypothesis, suggests that the way people
think is influenced by the language they speak.
Speakers of Russian, for example, a language
which has separate words for naming light blue
(goluboy) and dark blue (siniy), discriminate be-
tween various shades of blue differently than En-
glish speakers, who only have one term to denote
blue (Winawer et al., 2007). Another example of
linguistic relativity is the observation that Inupiaq,
an Inuit language, has many words for snow, while
English has only one, which suggests that speak-
ers of these languages categorize their environment
differently. In this light, it is compelling to study
cross-lingual differences in emotion conceptualisa-
tion, experience and perception.

In the context of emotion conceptualisation,
Mesquita et al. (1997) highlighted that lexical
equivalents are mostly not expressing the same
meaning across languages. This is in line with
results from a colexification analysis of emotion
words in 2,474 languages, in which Jackson et al.
(2019) found that there is a wide variation in which
emotion concepts are lexicalized together by one
word form, and that colexifications vary system-
atically across language families. In Tai-Kadai
languages, for example, anxiety is closely related
to fear, while it is more related to grief and regret
in Austroasiatic languages.

Also emotion perception varies across languages,
which is reflected in differences in emotionality rat-
ings (affective norms) of words (Harris et al., 2006).
Of course, this could be linked to the differences
in meaning in lexical equivalents across languages,
but it might also be due to cultural differences in ap-
praisal of the same event. Mesquita and Ellsworth
(2001) give as example that solitude may be per-
ceived as positive in middle-class European culture
and lead to contentment, while in Inuit culture, be-
ing alone is typically associated with sorrow and
for Tahitians with fear.

Finally, there is also variation in how emotions
are expressed. Semin et al. (2002) found that in-
dividualistic cultures and collectivist cultures ex-
press emotions and emotional events using dif-
ferent linguistic markers and divergent levels of



abstraction: in individualistic cultures, emotion
terms are more prominent as self-markers and are
represented by abstract language (e.g., adjectives
and nouns), while in collectivist cultures, emo-
tion terms are more prominent as relationship-
markers and are represented by concrete language
(e.g., interpersonal verbs). This is in line with stud-
ies on emotional reticence in East Asian cultures.
Caldwell-Harris et al. (2013) compared verbal dec-
larations of love in Chinese and American English,
where they placed the reticence of both verbal and
non-verbal emotional expression in Chinese oppo-
site to the frequent use of ‘I love you’ as displaying
American expressivity.

2.2 Language dependency in natural language
processing

Cross-lingual and multilingual perspectives on nat-
ural language processing have received a lot of
attention, especially regarding the transferability
of NLP models across languages. Since the rise
of deep learning, many efforts have been made to
achieve cross-lingual representations of words in a
joint embedding space (Ruder et al., 2019). Also
state-of-the-art transformer models have been de-
veloped in multilingual variants, like multilingual
BERT (mBERT) (Devlin et al., 2019), XLM (Con-
neau and Lample, 2019) and XLM-R (Conneau
et al., 2020).

These multilingual models have been the sub-
ject of probing studies to investigate how well they
perform in zero-shot cross-lingual model transfer
(i.e., fine-tuning the model on task-specific train-
ing data from a source language and testing that
resulting model on test data for that task in a dif-
ferent language). Pires et al. (2019) performed
such probing experiments with mBERT (named
entity recognition and part of speech tagging) and
found that it has a robust ability to generalize cross-
lingually, but that transfer works best between ty-
pologically similar languages. This could indicate
that mBERT learns representations which contain
both a cross-lingual and a language-specific compo-
nent. Using Canonical Correlation Analysis (CCA)
on the internal representations of mBERT, Singh
et al. (2019) found that mBERT is not embedding
different languages into one shared space, but that
it partitions representations for each language (es-
pecially at deeper layers) in a way that reflects
the linguistic and evolutionary relationships be-
tween languages as represented in phylogenetic
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trees. When looking at the representations of the
last layer of mBERT, Gonen et al. (2020) could
identify a language-identity subspace, which sup-
ports the hypothesis that there are identifiable lan-
guage components in mBERT.

While there are many studies trying to gain in-
sight in how language-specific information is stored
in mBERT, the focus is mostly on the embeddings
themselves, and not on how different tasks ex-
ploit this information. An exception is the study
of Tanti et al. (2021), who investigated the effect
of fine-tuning on specific tasks on the language-
specific component of mBERT representations.
They found that mBERT’s representations become
less language-specific after fine-tuning and that
there is a greater loss of this information in POS-
tagging, which is a morphosyntactic task, com-
pared to natural language inference (NLI), which
is a semantically oriented task.

For the task of emotion detection, the exploita-
tion of language-specific information in word em-
beddings has not yet been investigated. However,
language-dependence of this task and the related
task of sentiment analysis has been studied in the
context of emotion/sentiment preservation after
translation. Mohammad et al. (2016) investigated
the use of Support Vector Machines in detecting
sentiment (positive/negative/neutral) in Arabic so-
cial media posts and compared performance of an
Arabic sentiment classification system with an En-
glish system where the Arabic texts were trans-
lated to English. They found that the translation-
based approach produced results on par with Ara-
bic sentiment analysis when the translation was
done manually, and led to a small drop in perfor-
mance when the translation was done automatically.
This suggests that, when using high-quality trans-
lations, sentiment analysis does not suffer from
losing language-specific information. However,
the authors did observe that translations often did
not preserve the original sentiment and investigated
this by means of an annotation task of the instances
where translation had resulted in sentiment change.
When the translation was done automatically, the
main reason for sentiment change was bad transla-
tion, but when the translation was done manually,
the annotators indicated cultural differences as the
main reason for this change. An example of the
latter is a sentence that referred to not seeing the
crescent moon and that was annotated in English
as neutral, but negative in Arabic, as the crescent



moon in Islam is associated with the beginning of
a month or a holiday. Another example included
the phrase “I have no comment”, which was anno-
tated as neutral in English, but is used to express a
negative opinion in Arabic.

A similar study was performed by Kajava et
al. (2020), who investigated the preservation of
the emotion categories anger, anticipation, disgust,
fear, joy, sadness, surprise and trust when English
data was translated to Finnish, French and Italian.
They deemed the degree of preservation sufficient
for using translated data in cross-lingual emotion
detection systems and found that change of emo-
tion labels was due to incomplete or ambiguous
translation and to the difficulty of the emotion an-
notation task itself (which even causes confusion
between the annotations of annotators within one
language), rather than to linguistic differences in
the encoding of emotion.

3 Method

3.1 Resources & data

We assess the language dependency of emotion de-
tection using multilingual BERT (mBERT), which
was released together with the original English
BERT model (Devlin et al., 2019). Both the En-
glish and multilingual BERT are 12-layer trans-
formers, but while the original BERT is trained
on English data only, mBERT is trained on the
Wikipedia pages of 104 languages and thus has a
shared word piece vocabulary. There is no explicit
marker denoting the input language, nor does it use
an explicit mechanism to encourage translation-
equivalent pairs to have similar representations.

Emotion dataset For our emotion detection
dataset, we start from the Universal Joy dataset
(Lamprinidis et al., 2021). The original dataset
consists of 530k Facebook posts in 18 languages,
which were collected based on the ‘feelings tags’
that users added to their message. These self-
labeled tags were then mapped to one of the 5
emotion categories anger, anticipation, fear, joy
and sadness. For our experiments, we included all
languages from the ‘Small’ version of this dataset
(2,947 instances per language), namely Chinese,
English, Portuguese, Spanish and Tagalog, and
complemented this with the Dutch (as it is typo-
logically very similar to English) and Hindi (to
have an additional more typologically distinct lan-
guage) data from the ‘Low Resource’ subset (2,201
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instances for Dutch and 1,823 for Hindi).

We made sure the sizes of the datasets and distri-
butions of the emotion labels were equal across all
seven languages, which will be important for the
zero-shot experiments (see Section 3.2). We there-
fore identified the language with the lowest number
of instances for each label, and randomly sampled
the same number of instances with that label for the
other languages. This resulted in 10,437 instances
in total or 1,491 instances per language, of which
150 for anger, 231 for anticipation, 8 for fear, 830
for joy and 272 for sadness. We call this set UJ
Equal. The original Universal Joy dataset con-
tains some special tokens like [URL], [PHOTO],

[LOCATION] or [PERSON]. We removed all of
these except [PERSON], as they are not part of
the grammatical sentence.

We also provide a dataset with machine trans-
lations, based on the English part of UJ Equal.
Using the Google Translate API with the Python
package googletrans!, we translated the En-
glish subset in UJ Equal to Chinese, Dutch,
Hindi, Portuguese, Spanish and Tagalog and call
this dataset UJ MT.

We further have a separate test set of English
instances consisting of 981 sentences, as provided
in the original Universal Joy dataset, which we call
UJ English Test.

Language Identification dataset 6,000 in-
stances for each of the seven languages (Chinese,
Dutch, English, Hindi, Portuguese, Spanish and
Tagalog) were taken from the OSCAR corpus (Or-
tiz Sudrez et al., 2020), which is a multilingual
corpus obtained by language classification and fil-
tering of the Common Crawl corpus®. These in-
stances were randomized and the language code
was added as label.

3.2 Experimental setup

Preservation of language-specific information
First, we investigate to what degree language-
specific information is preserved after fine-tuning
mBERT on the task of emotion detection. We
use the pre-trained mBERT model with a single-
layer softmax classifier on top. In phase 1, the
pre-trained model is used without fine-tuning to ex-
ecute the language identification task (7-class clas-
sification on the Language Identification dataset).
In phase 2, mBERT is fine-tuned in 5 epochs on the

"https://pypi.org/project/googletrans/
Zhttps://commoncrawl.org/



emotion detection task (with the 10,437 instances
from UJ Equal) using categorical cross-entropy
loss. The resulting model is then used for the en-
coding and classification of the language identifica-
tion task. The language identification performance
of both phases is then compared. Moreover, we
visualize the outputs from different layers in the
BERT model, and at different stages in the fine-
tuning process using t-SNE to decipher the effect
of fine-tuning for emotion on the language-specific
representations.

Zero-shot and semi-zero-shot experiments The
next set of emotion detection experiments also con-
sists of two phases. In phase 1, more traditional
zero-shot experiments are performed, where we ei-
ther train on the source languages Chinese, Dutch,
Hindi, Portuguese, Spanish or Tagalog (1,491 in-
stances from UJ Equal), and test on the sepa-
rate English set of 981 sentences (UJ English
Test). In phase 2, we train on the same source lan-
guages, but instead of relying on authentic, original
data we rely on the UJ MT data. This data was thus
originally in English, but machine-translated to ei-
ther Chinese, Dutch, Hindi, Portuguese, Spanish or
Tagalog. We call this semi-zero-shot experiments.

The idea behind this is that the machine-
translated data could be closer to the target lan-
guage regarding language-specific information,
and that the version with machine-translated data
will thus perform better in tasks where language-
specific information is important. Note that it is
crucial that all train sets have the same label dis-
tribution, to avoid that the (dis)similarity with the
label distribution of the test set explains the perfor-
mance of the models.

Again, we use pre-trained mBERT with a single-
layer softmax classifier and cross-entropy loss as
loss function. We compare the (semi-)zero-shot
models against a within-language baseline, trained
on the English part of the UJ Equal dataset.

4 Results

4.1 Preservation of language-specific
information

Effect on language identification performance

The language identification performance before
and after fine-tuning on emotion detection is
shown in Table 1. When using the pre-trained
mBERT model without further fine-tuning, the
model achieves a macro-averaged Fl-score of
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Task Macro F1
before fine-tuning (frozen LM) 0.9992
after fine-tuning on emotion detection 0.9161

Table 1: Language identification performance before
and after fine-tuning on emotion detection.

99.92%. This means that mBERT reaches an
almost perfect performance in differentiating be-
tween languages, which is in line with previous
findings that mBERT partitions representations per
language (Singh et al., 2019) or that it at least ex-
hibits a language-identity subspace (Gonen et al.,
2020).

When fine-tuning mBERT on emotion detec-
tion and applying the resulting model to perform
language identification, the model’s performance
drops to 91.61%. As also observed by Tanti et al.
(2021), the mBERT representations become less
language-specific after fine-tuning on a specific
task. Intuitively, tasks that require less language-
specific knowledge, would lose more language-
specific information than tasks that heavily rely on
language-specific knowledge, resulting in a larger
drop of language identification performance. As
the drop in performance after fine-tuning on emo-
tion detection (7.47%) is relatively small (espe-
cially compared to the drops reported by Tanti et al.
(2021), which was 10.6% after fine-tuning on NLI
and even 78% for POS-tagging), one could deduce
that emotion detection does rely rather heavily on
language-specific knowledge.

T-SNE plots

To visualise the effect of fine-tuning for emotion
detection on the mBERT representations, the hid-
den states of the first (Layer 1), middle (Layer 6)
and last (Layer 12) layer of the model are plotted in
Figure 1 using t-SNE projections before fine-tuning
(Epoch 0), and after Epoch 2 and 4.

We see that, regardless of how far the fine-tuning
process has progressed, the languages are already
clearly distinct in the first layer of the model. In the
last layers, the language clusters begin to slowly
merge while the model is being fine-tuned.

After epoch 2, most languages have already
merged, but Chinese, Hindi and Tagalog (the non-
European languages) are still represented in sepa-
rate clusters. However, after epoch 4, Hindi and
Tagalog have entered the European cloud, while
Chinese stays more or less isolated.
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Figure 1: Visualisation of mBERT embeddings and effect on language separation when fine-tuning on emotion

detection. Language codes: nl = Dutch, hi = Hindi, zh = Chinese, tl = Tagalog, en = English, ,es =
Spanish.
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Interestingly, instead of a complete mix-up of
languages, each language is still quite distinguish-
able after fine-tuning, even though they are being
placed much closer to each other than initially. Es-
pecially Chinese and Hindi, but also Portuguese
are easily distinguishable.

4.2 Zero-shot and semi-zero-shot experiments

In this section, we report zero-shot and semi-
zero-shot results for emotion detection on the UJ
English test set from Universal Joy. The
baseline macro-average F1-score (trained on the
English part of UJ Equal)is 43.1%.

As shown in Figure 2, all zero-shot experiments
achieve a lower performance than this baseline,
with Hindi as lowest performing source language
(21.8% F1), followed by Chinese (24.1% F1) and
Tagalog (27.6% F1). Unsurprisingly, Dutch is
the best-performing source language (38.4% F1),
followed by Portuguese (36.0% F1) and Spanish
(35.1% F1). The performance of these source lan-
guages more or less corresponds to their typolog-
ical similarity, with the European languages per-
forming best as source language when English is
the target language. Only Hindi, which also be-
longs to the family of Indo-European languages,
performs worse than expected (even worse than
Chinese and Tagalog, which belong to the Sino-
Tibetan and Austronesian language families, re-
spectively). This might be due to the difference in
script (Devanagari for Hindi versus Latin for the
other Indo-European languages).

Our idea was that using machine-translated in-
stances (English to source language) as training
data instead of real instances in the source lan-
guage, would give an indication of the system’s
reliance on language-specific information, as some
of this information might still be preserved in a
(machine) translation. Before the translation step,
all training instances in these so-called semi-zero-
shot experiments are the same, namely the English
part of UJ equal. We expected a drop in the
semi-zero-shot results compared to the baseline
results (because some information will be lost any-
way due to (imperfect) translation), but if the drop
from baseline to semi-zero-shot would be smaller
compared to the drop from baseline to normal zero-
shot, this might indicate that the model relies more
on language-specific information (note that the size
of the fine-tuning set is equal in the zero-shot ex-
periments and semi-zero-shot experiments). These
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results are indicated by the yellow bars in Figure 2.

Interestingly, we see that for the European lan-
guages, normal zero-shot is better than semi-zero-
shot (with normal zero-shot outperforming semi-
zero-shot with around 4 to 6% F1), while for Chi-
nese and Hindi semi-zero-shot is better. The results
for Tagalog are less outspoken, as the F1-score for
zero-shot (27.6%) and semi-zero-shot (27.3%) are
on par.

If it is the case that language-specific informa-
tion is really encoded in the machine-translated
instances, then these results could indicate that an
emotion detection model does rely on such infor-
mation. The language-specific information might
be similar for English and the other European lan-
guages used in this study, making that there is no
benefit in using a model that encodes this informa-
tion for English (i.e., the semi-zero-shot model).
However, for less similar languages, these results
do suggest that there is a benefit and that emotion
detection is language-dependent.

5 Discussion

Although we found some potential evidence for the
language-dependence of emotion detection, several
points need to be taken into account. First of all,
the datasets used in this study are small (especially
for the category fear), and the overall quality of the
data is low. It seems that some messages are in-
complete and that some (parts of) instances appear
multiple times in the dataset.’ Furthermore, some
instances contain code-switching between different
languages. Another drawback is that we only tested
on English. We made this choice because we could
not obtain test sets for all languages (for Hindi and
Dutch, all data was already used for training).

We claim that we found evidence for the
language-dependence of emotion detection, where
typologically dissimilar languages suffer more
from cross-lingual zero-shot learning. This evi-
dence is partly based on the observation that semi-
zero-shot experiments (in which language-specific

SExample from the Dutch subset of Universal
Joy: “valiumpilletje gekregen om rustig te worden, haar
lichaam moet de rest doen, maar de eerste uren heeft ze
zich er ernstig tegen verzet maar ligt nu gelukkig heerlijk
te slapen. Hopelijk voor ons allen een goede [PERSON]
.7y “tegen verzet maar ligt nu gelukkig heerlijk te slapen .
Hopelijk voor ons allen een goede nachtrust.”; “heerlijk te
slapen . Hopelijk voor ons allen een goede [PERSON] .”;
“slapen. Hopelijk voor ons allen een goede [PERSON].”; “.
Hopelijk voor ons allen een goede [PERSON] .” are separate
instances in the dataset.



information is assumed to be preserved to a certain
extent) outperforms zero-shot learning for Hindi
and Chinese, while it does not for the European lan-
guages (as language-specific information might be
similar for these languages and English, and there
therefore is no benefit in using a model that en-
codes this information). However, it could be that
this language-specific information is not related to
phraseology or differences in emotion-topic rela-
tions (see Section 1 and 2.1), but to differences in
topic distribution in general. It might be the case
that the topics in Chinese and Hindi are very dif-
ferent from the topics in the English dataset, while
the European languages contain similar topic dis-
tributions as English.

The semi-zero-shot experiments are based on
the idea that some language-specific information is
preserved after machine translation. Although we
cannot be absolutely certain of this, the fact that the
semi-zero-shot experiments outperformed normal
zero-shot for some languages, suggests that there is
some helpful information in these translations. One
could argue that the performance of the semi-zero-
shot models correlates negatively with the quality
of the translations: machine translation might be
bad for less similar languages, resulting in a bet-
ter emotion classification performance in the semi-
zero-shot case, because some words have not been
translated. However, we could not find evidence
for this. When applying a token-level language
identifier on the translated texts*, we found that the
percentage of tokens that was classified as English
instead of Chinese, Tagalog and Hindi is respec-
tively 6%, 3% and 0.3%. That there are almost no
untranslated words in the Hindi set while the semi-
zero-shot does perform better, thus contradicts that
the semi-zero-shot performance is explained by the
number of untranslated words.

In future work, we envisage to use a different ap-
proach for investigating the language-dependence
of emotion detection instead of relying on semi-
zero-shot experiments. As both this study and pre-
vious research has shown that mBERT partitions
its representations per language (Singh et al., 2019;
Gonen et al., 2020), it would be compelling to see
whether we can achieve language-neutral represen-
tations and which effect that has on the emotion de-
tection performance. We hypothesise that when the
representations no longer exhibit language-specific
information, it would hamper emotion detection.

“https://github.com/Abhijit-2592/spacy-langdetect
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However, in such a set-up, we will need to compare
emotion detection to a reference task and discuss
the language dependency of those tasks in relation
to each other. This because the process of mak-
ing language-neutral representations will involve
reducing the transformer’s parameters and that will
probably lead to a performance drop anyway.

6 Conclusion

In this paper, we assessed the language-dependence
of an mBERT-based emotion detection model. We
first investigated the effect of fine-tuning on emo-
tion on the preservation of language-specific infor-
mation in mBERT, by comparing language iden-
tification performance of the languages Chinese,
Dutch, English, Hindi, Portuguese, Spanish and
Tagalog before and after fine-tuning on emotion
detection and visualising the model’s hidden states
in t-SNE plots. As expected, language-specific in-
formation is lost after fine-tuning, but only to a
small extent. Especially the representations of ty-
pologically dissimilar languages remain more or
less isolated, while similar languages get clustered
together.

In a next set of experiments, we compared zero-
shot learning with what we called ‘semi-zero-shot
learning’. In the zero-shot experiments, we trained
a model on either Chinese, Dutch, Hindi, Por-
tuguese, Spanish or Tagalog and tested it on En-
glish data. In semi-zero-shot, originally English
data was translated to those languages, assuming
that some language-specific information is pre-
served in these translations. We found that for
the European languages, normal zero-shot is better
than semi-zero shot. However, for less similar lan-
guages, semi-zero-shot was better, suggesting that
there is some language-specific information aiding
the performance. This could be evidence for the
language-dependence of emotion detection.

Future research, dealing with better datasets
and approaches to make the BERT representations
language-neutral, should be carried out to corrobo-
rate these findings.
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