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Abstract. In this demonstration, a Furhat social robot will engage in
a conversation with a user and adapt this conversation based on infor-
mation about the user that the robot has visually identified, such as the
apparel of the user. This interaction showcases that data-driven meth-
ods in natural language processing and computer vision offer promising
possibilities to create personalised, adaptive and natural human-robot
interactions, which is essential for robots to support humans in an effec-
tive way.
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1 Introduction

In human-human interactions, we expect the other to see us and to understand
the context that we are both in. This is important in order to establish a common
ground in these interactions, i.e. the set of propositions in a conversation which
we treat as ‘true’ [10]. For this, situational awareness is necessary: the concept of
knowing what is going on around oneself [3] and being able to use that knowledge
effectively in an interaction with the environment and with social others.

Yet, when we try to have a conversation with a robotic partner, it is unlikely
that the robot is able to meet the criteria we have for human interlocutors,
which in turn leads to a less natural interaction and experience. Getting robots
to both understand their environment, and allowing them to reference it in a
conversation, is a challenging objective in the fields of Human-Robot Interaction
(HRI) [2] and Natural Language Processing (NLP). Nevertheless, having robots
understand their surroundings, with the ability to weave that understanding into
an open-domain conversation, is key to a successful HRI.

This demonstration will show how data-driven methods in NLP and Com-
puter Vision can enable such a visually grounded conversation in an interaction
with a social robot. In this interaction, the robot will greet the user with a ques-
tion that is based on a visual feature of the user, e.g. “How long have you had
glasses?”. This question will be generated by the Visual Conversation Starter
system previously described by the authors [5].

⋆ This research received funding from the Flemish Government (AI Research Pro-
gram).
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Fig. 1. Illustration of the interaction between a user and a Furhat robot, with the
robot inviting the user to have a conversation through a polite question referring to a
visual feature of the user.

This research is novel as it constructed a new dataset of images and conversation-
starting questions that are appropriate for HRI instead of only human-chatbot
interactions, such as previous work by Mostafazadeh and others [8]. Further-
more, it focuses on open-domain conversations instead of specific tasks, e.g. in
collaborative robots [6,4]. Finally, we demonstrate the usefulness of data-driven
language models for HRI, with image captions as intermediate representation,
instead of rule-based systems or scene graphs as intermediate representation
[9]. Future work will focus on investigating the effect of such visually grounded
conversation starters on the human experience of a human-robot interaction.

2 Demonstration

To demonstrate the Visual Conversation Starter system in the wild, we deploy it
on a Furhat social robot [1]. Furhat has a camera, text-to-speech software, three-
dimensional face with pan-tilt neck, lip syncing, and gaze recognition through
which it can ‘engage’ with people and follow their movements. Fig. 1 shows the
setup with the robot and the video accompanying this paper also showcases this
demonstrator (accessible at https://youtu.be/DPTqGCBiMwE).

The questions are generated based on an image taken by the camera situated
in the base of the robot. This image is given to a captioning model [11], which
generates a text containing short sentences describing what is visible in the
image. This text is then transformed into the question by a version of the BART
sequence-to-sequence language model [7] that was fine-tuned by the authors [5].

Both the captioning model and the question generating model are running
in a separate VM on a cloud server, each with an NVIDIA GeForce GTX 1080
Ti GPU. A local computer running a Python script connects all the different
components by forwarding Furhat’s camera feed to the captioning model, sending
the caption to the question-generating model, and using that output to drive
Furhat’s text-to-speech system.

https://youtu.be/DPTqGCBiMwE
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