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Abstract
1. As one of the earth's key ecosystems, rivers have been intensively studied and 

modelled through the application of machine learning (ML). With the amount of 
large data available, these computer algorithms are ever increasing in numerous 
fields, although there is ongoing scepticism and scholars still question the actual 
impact and deliverables of algorithms.

2. This study aims to provide a systematic review of the state- of- the- art ML- based 
techniques, trends, opportunities and challenges in river research by applying 
text mining and automated content analysis.

3. Unsupervised and supervised learning have dominated river research while neu-
ral networks and deep learning have also gradually gained popularity. Matrix 
factorisation and linear models have been the most popular ML algorithms, with 
around 1300 and 800 publications on these topics in 2020 respectively. In con-
trast, river researchers have had few applications in multiclass and multilabel 
algorithm, associate rule and Naïve Bayes.

4. The current article proposes an end- to- end workflow of ML applications in river 
research in order to tackle major ML challenges, including four steps: (1) data 
collection and preparation; (2) model evaluation and selection; (3) model appli-
cation; and (4) feedback loops. Within this workflow, river modellers have to 
balance numerous trade- offs related to model traits, such as complexity, accu-
racy, interpretability, bias, data privacy and accessibility and spatial and tempo-
ral scales. Any choices made when balancing the trade- offs can lead to different 
model outcomes affecting the final applications. Hence, it is necessary to care-
fully consider and specify modelling goals, understand the data collected and 
maintain feedback loops in order to continuously improve model performance 
and eventually reach the research objectives. Moreover, it remains crucial to ad-
dress the users' needs and demands that often entail additional elements, such 
as computational cost, development time and the quantity, quality and com-
patibility of data. Furthermore, river researchers should account for new tech-
nologies and regulations in data collection and protection that are transforming 
the development and applications of ML, most notably data warehouse and 
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1  |  INTRODUC TION

It has been found that over 50% of the world's population lives closer 
than 3 km to a surface body of fresh water (Kummu et al., 2011). 
Because of this ubiquitous pattern of settlement, riverine land-
scapes have been modified immensely, which often destroys and 
fragments habitats, causes the loss of biodiversity, concentrates 
contaminants and alters flow regimes (Cooper et al., 2013). A nota-
ble example is intensive agriculture that has increased erosion and 
sediment loads in many places, and their runoff has discharged nu-
trients and chemicals to streams and rivers, making eutrophication 
one of the main problems of many freshwater ecosystems (Foley 
et al., 2015). In addition to being diffuse source for pollutants, ur-
banisation has also introduced a vast amount of contaminants to 
rivers via its discharge points as more than 80% of the wastewater 
from human activities is still discharged directly into rivers and the 
sea (United Nations, 2015). It was estimated that over 1000 rivers— 
above all urban rivers— are responsible for transporting 0.8– 2.7 mil-
lion metric tons of plastic waste into the ocean per year, accounting 
for 80% of global plastic emissions (Meijer et al., 2021). It is also 
worth noting that 50,000 hydropower dams (higher than 15 m), ca-
pable of accumulating from 7000 to 8300 km3 of freshwater, have 
been built on global rivers (Lehner, Liermann, Revenga, Vorosmarty, 
et al., 2011; Lehner, Liermann, Revenga, Vörösmarty, et al., 2011). 
These dams create severe impacts on river hydromorphology, flow 
discharge, thermal dynamics and inter- basin water transfers, conse-
quently leading to ecological degradation in respect of river habitats 
and species (Hauer et al., 2017).

Equally important is the fact that rivers are essential in biogeo-
chemical cycles of carbon (C), and nitrogen (N) because of their vital 
role in regulating the global hydrological cycle that is a key com-
ponent of the cycling of these biogeochemicals (Schimel, 1995). 
Besides acting as a natural source of greenhouse gases (GHGs), 
rivers also serve as conduits for GHGs released into the atmo-
sphere from soil pore water, groundwater and sediments as a re-
sult of substantial terrestrial- to- aquatic C flux of 5.1 Pg C year−1 
(Drake et al., 2018; Hotchkiss et al., 2015). The global emissions of 
CO2 from streams and rivers were estimated around 3.9 Pg C year−1 
(Drake et al., 2018) while the figures for inland water CH4 and N2O 
evasions were 159 Tg C year−1 and 1.26 Tg N year−1 respectively 
(Beaulieu et al., 2011; Kroeze et al., 2005; Saunois et al., 2020; 
Stanley et al., 2016). These bodies of water are strongly affected 
by consequences of climate change such as sea level rise, warming 
water and flow modification (Guneralp et al., 2015). For example, 

great temperature increases and flow decreases are estimated for 
rivers in the south- eastern United States, Europe, eastern China, 
southern Africa and southern Australia (van Vliet et al., 2013).

To properly address the abovementioned issues, it is necessary 
to understand the mechanisms of rivers and their interactions with 
other environmental components, and machine learning (ML) ap-
pears a highly promising method for gaining a better understanding 
of river systems and improving decision- making through better use 
of data and quantitative evidence. Note that ML is a branch of artifi-
cial intelligence (AI) that allows computer systems to perform tasks 
linked to the behaviour of intelligent beings (Dobbelaere et al., 2021). 
By enabling computers to perform specific tasks, ML models can 
carry out complex processes by learning from data without a need 
for explicit pre- programmed systems (Royal Society, 2017). Figure 1 
shows the main goals of ML applications which can be categorised 
into four groups, that is, data analysis, feature detection, prediction 
and forecasting and system learning (Witten & Frank, 2005). To 
this end, ML applications are based on both statistical and heuris-
tic methods, such as linear regression or ensemble models, to auto-
matically construct models and discover patterns from field data. In 
recent years, there have been numerous successful applications of 
ML as a result of increasing computational power and massive data 
availability. In fact, the successes of ML, together with the advent of 
Big Data, the Internet of Things and the fourth industrial revolution, 
have inspired researchers and engineers to apply and optimise them 
in many fields, including wastewater engineering (Zhao et al., 2020), 
public health (dos Santos et al., 2019), environmental engineering 
(Gibert et al., 2018) and ecology (Gobeyn & Goethals, 2019).

There are numerous opportunities for applying ML in river and 
ecosystem management, given the development of many new tech-
nologies, and infrastructure for collecting, distributing and analysing 
data. However, the ongoing excitement surrounding ML applications 
may just be a recurrence of the previous hypes around neural net-
works applications that were then followed by disappointment and 
criticism due to over- ambitious promises from developers and un-
naturally high expectations from end- users (Linden & Fenn, 2003). 
This disappointment was also the result of a lack of insights into the 
proper selection and use of the methods, often combined with un-
clear standards and a lack of good practices starting from data col-
lection to decision- making (Goethals et al., 2007). Building on these 
points of view, this review aims to address the following questions 
in the context of ML applications in river research: (1) What are the 
major ML- based algorithms and main research topics that use these 
tools in river research? and (2) How have these ML- based algorithms 

information management with multiple- cycles that are becoming a cornerstone 
of the integration of ML in decision- making in river and ecosystem management.

K E Y W O R D S
artificial intelligence, machine learning, remote sensing, river research
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and research topics evolved in recent decades? Moreover, during the 
research project we also proposed the first end- to- end ML workflow 
in the context of river research, in which important and emerging 
issues were thoroughly discussed and numerous trade- offs were 
also deliberated. To this end, we applied text mining and automated 
content analysis (ACA) to review a large amount of river literature 
in a data- driven and impartial manner, taking advantage of ‘big bib-
liographic data’ in river research (Nunez- Mir et al., 2016; Vugteveen 
et al., 2014).

2  |  MATERIAL S AND METHODS

2.1  |  Data collection

We collected bibliographic records from the Scopus website, cov-
ering publications from the timeframe 1950– 2020, 1950 being the 
year of the first record we found on the selected topic. The Scopus 
database contains the largest international abstract and citation col-
lection of peer- reviewed scientific literature (Scopus Elsevier, 2016). 
We identified and collected publications using the ML algorithms in 
the field of river research in a two- step procedure whereby the first 
step focused on ML categories while the second step aimed to clas-
sify ML algorithms.

In the first step, we categorised river research that applied 
ML algorithms into six categories, including supervised learning, 
unsupervised learning, neural networks and deep learning, semi- 
supervised learning, reinforcement learning, and self- supervised 
learning. These six categories were categorised based on the clas-
sification of Ayodele (2010) and Nguyen et al. (2019). For this, we 
applied a search query with a common template: TITLE- ABS- KEY 
(river AND *) in which * was filled with the name and abbreviation 
of each category. Note that supervised learning, reinforcement 
learning, and unsupervised learning are different by design. In par-
ticular, supervised learning aims to build a function that maps links 
between input(s) and labelled output(s), reinforcement learning is a 
family of algorithms that learns an optimal policy maximising return 

given an observation of the world, and unsupervised learning aims 
to find patterns in unlabelled data (Ayodele, 2010). In contrast, semi- 
supervised learning, self- supervised learning, neural networks and 
deep learning cannot be distinguished completely from the other 
ML categories (Ayodele, 2010; Doersch et al., 2015; Kostopoulos 
et al., 2018; Schmidhuber, 2015). Semi- supervised learning falls 
between unsupervised learning and supervised learning as this ML 
category learns from both labelled and unlabelled data (Kostopoulos 
et al., 2018); self- supervised learning can be categorised as an in-
termediate algorithm between supervised and unsupervised learn-
ing where the label scarcity can solved by automatically generating 
labels from the data itself (Doersch et al., 2015); while neural net-
works and deep learning can be both supervised and unsupervised 
(Schmidhuber, 2015).

In the second step, we focused solely on ML algorithms in super-
vised learning and unsupervised learning because of their substan-
tially higher number of applications compared to semi- supervised 
learning, reinforcement learning and self- supervised learning while 
details of ML algorithms in neural networks and deep learning in river 
research merit another review. In particular, we used the categorisa-
tion in scikit- learn (2019) as a reference for the ML algorithms since 
scikit- learn (2019) is the most comprehensive and open- sourced ML 
library in Python, a popular language among data scientists and soft-
ware developers (Hao & Ho, 2019). Subsequently, we filled * in the 
common template of the search queries with the name and abbre-
viation of ML methods in each algorithm which were found in the 
scikit- learn (2019). Especially noteworthy is that there are hybrid ML 
models that are a combination of multiple ML algorithms (Kotsiantis 
et al., 2006) which are largely omitted in the list of ML algorithms in 
scikit- learn (2019). For example, Wang et al. (2004) presented a hy-
brid Flexible NBTree model: a decision tree consisting of leaf nodes 
that contain General Naive Bayes algorithm, a variant of the standard 
Naive Bayesian classifier. More recently, including the integration of 
linear regression- deep neural network models, a hybrid HybPAS 
model was proposed by Albalawi et al. (2019). Hence, it is important 
to note that this review focuses mostly on large- scale trends of in-
dividual ML categories and algorithms, while details of the specific 

F I G U R E  1  Main goals of machine 
learning applications

 2041210x, 2022, 11, D
ow

nloaded from
 https://besjournals.onlinelibrary.w

iley.com
/doi/10.1111/2041-210X

.13992 by U
niversiteit G

ent, W
iley O

nline L
ibrary on [12/12/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



2606  |   Methods in Ecology and Evoluon HO and GOETHALS

hybrid models merit another review. Definitions of all ML algorithms 
and categories can be found in the Glossary while details of their 
search query can be found in Supplementary Material A.

It is important to note that river researchers could use more than 
one ML algorithm in their studies that, together with the indistinct-
ness among ML categories/algorithms, created shared publications 
among ML categories/algorithms in the collected bibliographic re-
cords. Hence, to analyse and compare different ML categories/
algorithms in river research, we collected separated bibliographic 
records for each ML category/algorithm. Then, when we analysed 
the global trends of all ML applications in river research, we filled * 
with all ML algorithms in the common template of the search query 
to eliminate duplicated records. We calculated shared publications 
among the ML categories and algorithms and this can be found in 
the Supplementary Material E. It is important to note that in order 
to assess and compare the publication performance of countries, we 
added a term (LIMIT- TO[AFFILCOUNTRY, **]) in which ** was filled 
by the name of countries in the search query. Regarding the publica-
tion performance of the EU 28 region, this term was filled with the 
name of all 27 current EU member states and the United Kingdom.

2.2  |  Trends in river research topics

2.2.1  |  Categorisation of research topics

To categorise the research topics within river research, we used 
text mining to search for the corresponding terms of each topic in 
authors' keywords of the publications. This categorisation is based 
on co- word analysis whose principle is that scientific fields can be 
characterised and analysed based on the patterns of keywords in 
publications (Callon et al., 1991). Specifically, when novel concepts 
and methods are applied in scientific fields, authors use keywords 
or their combinations to represent those elements. Hence, by 
identifying the keywords that appear together commonly in the 
literature, it is possible to recognise research topics based on the 
concepts and methods within scientific fields (Neff & Corley, 2009). 
Initially, we defined topics and their corresponding terms based on 
those in hydropower reservoirs research (Jiang et al., 2016) and 
in lakes and reservoirs research (Ho & Goethals, 2020). In these 
publications, these topics were defined by using Term Frequency- 
Inverse Document Frequencies Transformation (TF– IDF) and 
Latent Dirichlet Allocation (LDA) models to determine similari-
ties with respect to terms and contents of the publications. More 
specifically, TF– IDF is used to evaluate the importance of a word 
in a document in a collection or corpus which increases propor-
tionally in relation to the number of times a word appears in the 
document but is offset by the frequency of the word in the corpus 
(Robertson, 2004). LDA is a topic model that can be used to classify 
text in a document to a particular topic by using Bayesian methods 
to build a topic- per- document model and words- per- topic model, 
modelled as Dirichlet distributions (Blei et al., 2003). Taking these 
topics as a point of reference, we ultimately selected 25 research 

topics for this study by adding relevant yet absent topics while 
removing those we judged to be irrelevant. Specifically, while we 
retained topics on environmental and socio- economic issues, we 
removed topics on construction and operation and added topics 
on groundwater, estuaries, land use and movement. Subsequently, 
we selected publications within each topic by searching for cor-
responding terms in the authors' keywords. The details of the 
chosen topics and their corresponding terms can be found in 
Supplementary Material B. The publications that were not clas-
sified into any of the 25 research topics were added into the Misc 
category. As with the classification of the ML algorithms, there 
exist studies that have investigated more than one research topic, 
which led to shared publications among different research topics 
in river research. The shared publications among the research top-
ics can be found in the Supplementary Material E.

2.2.2  |  Temporal trends

To understand the trends in research topics over time, we ranked 
the topics by decade, starting from the 1980s while the pre- 1980s 
publications were agglomerated. Note that the early publica-
tions were listed incompletely in Scopus databases; hence numer-
ous subsequent papers excluded these from their research (Ho 
& Goethals, 2020; Jiang et al., 2016; McCallen et al., 2019; Qian 
et al., 2015). Subsequently, we applied the Mann– Kendall trend test 
to examine increasing or decreasing trends within the 25 research 
topics using the Kendall package (McLeod & McLeod, 2015) in r (R 
Core Team, 2014). Despite being under the data assumption of in-
dependent and identically distributed (i.i.d.), the Mann– Kendall test 
can deal with non- normally distributed data, outliers and nonlinear 
trends (Mann, 1945). More details of the Mann– Kendall trend test 
can be found in Supplementary Material C.

2.2.3  |  Thematic clusters

To identify thematic clusters within the research topics, we used 
data- driven hierarchical clustering following Ward's minimum 
variance method (Ward, 1963) for estimating the (dis)similar-
ity among the 25 research topics via the Euclidean distances. 
Together with factor analysis and principal component analysis, 
hierarchical clustering is one of the commonly used multivariate 
statistical techniques for the identification of research themes 
(Neff & Corley, 2009). Illustrated by a dendrogram, the Euclidean 
distances representing the (dis)similarities between research clus-
ters were measured in relation to publication level, which was 
based on the frequency of research topics appearing in the same 
publication (Jiang et al., 2016). More specifically, when research 
topics frequently appear in the same publications, represented by 
a close distance in the dendrogram, it is suggested that there is an 
interdisciplinary field in river research based on these topics. The 
hierarchical clustering analysis was implemented via stats (R Core 
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Team & Worldwide Contributors, 2002) and clusterR (Mouselimis 
et al., 2019) packages in r. The flowchart and explanation of the 
hierarchical clustering using Ward's method can be found in 
Supplementary Material C while its mathematical details can be 
found in the original paper (Ward, 1963).

2.3  |  Dashboard

An equally important point is that to facilitate the data accessibility, 
analysis and visualisation for the readers, we developed an inter-
active application using r shiny package (Chang et al., 2015). This 
application allows the application's user interface to be custom-
ised to provide an elegant environment for displaying user- input 
controls and simulation output (Wojciechowski et al., 2015). The 
output can be simultaneously updated with changing input. Thanks 
to this option, the users can access, analyse and visualise the col-
lected publications in a quick, flexible and informative way. Our 
Shiny application is available online at https://env- resea rch.shiny 
apps.io/ML_river/.

3  |  TRENDS IN MACHINE LE ARNING 
APPLIC ATIONS IN RIVER RESE ARCH

3.1  |  Global trends of machine learning applications

Overall, there was an unprecedented increase in ML applications in 
river research field from 2000 to 2020. In particularly, the number 
of publications on the topic increased more than 10- fold, from 310 
publications in 2000 to 3444 in 2020, leading to a total of 30,962 
publications collected by 21 September 2020. Compared to the 6% 
overall percentage increase in river research during the 2010s, ML 
publications in this field have increased at a faster rate of around 
11% on average. Similarly, the number of countries which have con-
tributed more than 10 publications increased threefold, from 33 
in the 1990s to 100 in the 2010s. During this period, we observed 
an increase in studies with authors from Chinese institutions from 
only 12 publications in 2000 to 1413 in 2020, making China the cur-
rent world leader regarding the number of publications in this field 
(Figure 2). River research from China accounts for around 26% of 
all ML- related river research, surpassing the EU 28 and the United 
States (responsible for 24% and 20% respectively). This may be the 
result of massive Chinese programmes of investment in research and 
development, especially in the AI field, as in 2017, China became 
the second- largest spender after the United States for research and 
development with around 370.6 billion dollars (Lee, 2018). Following 
China, the EU 28, and the United States are India, Canada and Brazil, 
each contributing around 5%. These leading countries together ac-
count for almost 90% of the total publications that apply ML in in-
tegrated river management. More details of the global trends of ML 
applications in integrated river management can be found in Figure 
D.1 in SI.

3.2  |  Trends in machine learning categories

Figure 3 indicates the yearly evolution of the applications in each 
ML category and the percentages for each of them over the last 
decades in river research. It appears that unsupervised learning 
and supervised learning have dominated the field of river research 
while the applications of semi- supervised, self- supervised and re-
inforcement learning have remained very limited (lower than 0.3% 
of the total publications). In particularly, before the 1990s, around 
98% of the ML applications in river research were either unsuper-
vised learning or supervised learning. After that, the proportion of 
unsupervised learning or supervised learning decreased as river 
modellers increasingly applied neural networks and deep learning 
to around 11% of the total publications during 1990s and up to 
almost 21% during the 2000s. Thereafter, the proportion of neu-
ral network and deep learning applications decreased gradually to 
15% in 2020 despite their sharp increase to almost 600 publica-
tions in river research from 2018 to 2020. Regarding supervised 
learning, despite its ML applications featuring in almost two- thirds 
of the total publications related to river management before the 
1980s, the usages of supervised ML algorithms by river research-
ers declined over subsequent decades. Only around 30% of the 
total publications applied the ML category during the 2000s. After 
that, the proportion slightly increased to 40% during the 2010s 
and to 46% in 2020. In contrast, starting from around 30%, the 
percentage of publications applying unsupervised ML in river 
management had grown to more than half of the total publications 
during the 1980s and 1990s. However, this dominance shrank to 
around 45% of the total publications between 2000 and 2020, 
similar to the number of studies featuring supervised learning. As 
unsupervised algorithms are frequently applied in exploratory set-
tings, the early dominance of papers featuring unsupervised learn-
ing perhaps indicates the fact that river researchers were focusing 
on better understanding river systems rather than predicting their 

F I G U R E  2  Total number and proportion of publications applying 
machine learning in river research in the most productive countries 
and regions are illustrated in line and pie charts respectively. 
The colours in the pie chart represent the same country as they 
represent in the line chart.
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behaviours (Müller & Guido, 2016). From 2010 to 2020, atten-
tion turned towards predictive models which can be more use-
ful for estimating and forecasting river states from certain inputs 
(Provost & Fawcett, 2013). Note that the limited number of pub-
lications applying reinforcement learning, semi- supervised learn-
ing and self- supervised learning reveals an opportunity to exploit 
their application in river research in the future. Also noteworthy is 
the fact that there have been few shared publications among the 
ML categories— less than 5% of the total publications in each ML 
category— which suggests a limited number of publications apply-
ing more than one ML category in river research (Supplementary 
Material E).

3.3  |  Trends in machine learning algorithms

Several ML algorithms have long been applied in the field, such 
as clustering, ensemble methods, linear models, manifold learning 
and matrix factorisation, while many have only been implemented 
from 2000 to 2020 (Figure 4). The newcomers include stochas-
tic gradient descent, Naïve Bayes, associate rule, multiclass and 
multilabel algorithms, and support vector machines. Despite being 
new in the field, support vector machines have already gained 
popularity with 110 applications in 2020, meaning they rank sixth 
among the 14 algorithm groups. Matrix factorisation and linear 
models have been the two most ML algorithms with more than 

F I G U R E  3  Applications of six machine learning categories in river research. (a) Yearly evolution of the machine learning categories in river 
research since 1980. (b) Percentage of publications applying the machine learning categories in river research. Note that because of low 
percentage of applications of reinforcement learning, semi- supervised learning and self- supervised learning (<0.3%) in river research, only 
supervised learning, unsupervised and neural networks and deep learning appear in (b).
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1300 and 800 publications in 2020, respectively. Conversely, river 
researchers have had few applications in multiclass and multilabel 
algorithm, associate rule and Naïve Bayes, which each have less 
than 15 publications per year.

Figure 5 indicates the median, maximum and minimum ranks of 
the 14 Ml algorithms in integrated river management over the four 

decades (1980s, 1990s, 2000s and 2010s) and in 2020. Based on 
the median ranks over the study period, matrix factorisation, lin-
ear models, clustering and ensemble methods have been applied 
the most in river research. Interestingly, of the four most popular 
ML algorithms, two were supervised and two were unsupervised. 
This comparable proportion between the two main ML categories 

F I G U R E  4  Evolution of the major supervised and unsupervised machine learning applications in river research over the past four 
decades. Note that matrix factorisation, clustering, manifold learning and associate rule are unsupervised while the other algorithms are 
supervised.

F I G U R E  5  Ranking of the major 
supervised and unsupervised machine 
learning algorithms in integrated river 
management over the four decades 
(1980s, 1990s, 2000s and 2010s) and in 
2020. The dots represent the median rank 
of each machine learning algorithm over 
the study period while the bars represent 
the maximum and minimum ranks of each 
machine learning algorithm over the study 
period. Note that matrix factorisation, 
clustering, manifold learning and associate 
rule are unsupervised learning while the 
other algorithms are supervised learning.
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suggested that within the aims of river modelling research there has 
been a balance between research for explanatory (via unsupervised 
learning) and predictive (via supervised learning). Note that matrix 
factorisation and clustering represent two main methods of unsu-
pervised learning; the former aims to create a new representation of 
the data which might be more comprehensive compared to the orig-
inal representation while the latter divides data into specific groups 
of similar items to facilitate data visualisation and interpretation 
(Müller & Guido, 2016). Having no output features, unsupervised al-
gorithms are often applied to explore and describe data; hence, it is 
difficult to assess their performance. Regarding supervised ML, lin-
ear models and ensemble methods are two classes of powerful pre-
dictive models that are widely applied in practice (Géron, 2017; Ho 
et al., 2018). Simply put, linear models use a linear function to predict 
output feature, while ensemble methods make use of the ‘wisdom of 
the crowd’ by aggregating the predictions of a group of predictors, 
that is, regressors or classifiers, to predict new incoming instances 
(Ho et al., 2018; Krawczyk et al., 2017). As new methods in river ML 
modelling, reinforcement learning, Naïve Bayes, associate rule and 
multiclass and multilabel algorithms have ranked the lowest in the 
spectrum of ML applications in river research. Note that while the 
Naive Bayes method requires a ‘naive’ assumption of independence 
between the input features (Liu et al., 2017), which is normally not 
the case with river research, the other algorithms are more popular 
in other disciplines, such as market basket analysis, game theory and 
multi- agent systems (Pedregosa et al., 2019).

3.4  |  Trends in river research topics

Figure 6 shows the trends for 25 important topics in river research 
field. These topics can be classified under six major research hot-
spots, including environment (aquatic environment, eutrophication 
and biogeochemistry), ecology (biodiversity and movement), hydrol-
ogy (groundwater, hydrology and hydropower and dam), sanitation 
(emerging contaminants, heavy metal and water quality/pollution), 
human health (drinking water and public health) and socioeconom-
ics (economics and social development) (Ho & Goethals, 2020; Jiang 
et al., 2016). Across the study period, hydrology, hydropower and 
dam, public health and water quality/pollution have remained the 
most popular topics. The popularity of topics such as movement, 
drinking water and fisheries has decreased, while that of the other 
topics, such as heavy metal, gas fluxes, spatiotemporal trends, land- 
use change, eutrophication and climate change, has grown consid-
erably. For example, starting at the bottom of the list before the 
1980s, land use and climate change jumped up nine and seven ranks, 
respectively, to become the fastest rising topics in river research 
field during the 2010s and 2020. This surge demonstrates the in-
creasing attention given to the substantial impact of changes in land 
use and climate on river ecosystem. Mantyka- Pringle et al. (2012) 
displayed the importance of understanding the synergistic effects 
of climate change and habitat loss on biodiversity to integrate cli-
mate change adaptation measures into decision- making processes. 

Similarly, Molina- Navarro et al. (2018) illustrated that the nutrient 
loads of rivers largely depend on land use management in interac-
tion with climate change. What is striking is that microbial and an-
tibiotic resistance have never been a major research topic to most 
river researchers as they have stayed on the lowest ranks ever since. 
It is also worth noting that our findings showed that economics 
and social development have been of moderate interest to river re-
searchers, ranking 8 and 12 respectively. This moderate interest is in 
contrast to the findings of Vugteveen et al. (2014) that indicated few 
studies on social and engineering fields in river research.

The dendrogram of the clustering results based on research topic 
similarity is shown in Figure 7. Here the horizontal axis represents the 
disparity of topics: the lower the connection between two topics, the 
higher their similarity. It appears that, except for management, other re-
search topics have high similarity with at least one other topic, indicating 
the multidisciplinary nature of river research (Vugteveen et al., 2014). 
Emerging contaminants, movement, fisheries, drinking water and anti-
biotic resistance share a high level of similarity in their research, which 
implies an interdisciplinary research field on the spreading of antibiotic 
resistance and emerging contaminants in rivers that can affect fresh-
water fish or end up in drinking water systems. To illustrate this point, 
Cassini et al. (2018) indicated that the remaining antibiotic resistance 
genes from freshwater bodies in drinking water systems are a serious 
threat to public health, leading to 33,000 casualties each year in Europe 
as a direct consequence of an infection due to bacteria resistant to an-
tibiotics. A high level of similarity between spatiotemporal trends and 
aquatic environment indicates an interdisciplinary research field in spa-
tiotemporal variations of river systems, which are caused by a continuous 
gradient of physical conditions from headwaters to mouth. This principle 
is illustrated in the well- known river continuum concept explaining how 
the gradient of physical variables along a river can affect the biological 
features and ecosystem structure of flowing water systems (Vannote 
et al., 1980). Mutual interactions between studies on land use and cli-
mate change are also indicated in the dendrogram. Specifically, land- use 
change can cause the elevation of greenhouse gas (GHG) emissions from 
the rivers Ho et al. (2022) while climate change has a considerable effect 
on the hydromorphology of a river, causing changes in surrounding land-
scapes (Akter et al., 2018). It is striking that a high proportion of studies 
on biodiversity in rivers have also considered economic aspects, indicat-
ing that considerable attention has been paid to the economic valuation 
of biodiversity and ecosystem services of rivers. This combination could 
be a result of the ‘Economics of Ecosystems and Biodiversity’, a global 
initiative that can help decision makers recognise the values of biodiver-
sity and ecosystem services (Kumar, 2010). Please note that we would 
like to stress that the results of the clustering analysis should be used 
only as a suggestion of potential interdisciplinary research themes in ML 
applications in river research. Further research is needed to investigate 
the state- of- the- art of each of the interdisciplinary topics. The nature of 
interdisciplinarity of river research was also indicated via the number and 
percentage of shared publications among the research topics which can 
be found in the Supplementary Material E. In particular, around 70% of 
the river research studied more than one of the 25 proposed research 
topics, and of these public health, hydropower and dams, hydrology, and 
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heavy metal were the research topics that were linked to around 10% of 
the publications on other research topics.

4 | MACHINE LEARNING WORKFLOW IN RIVER 
RESEARCH: OPPORTUNITIES AND CHALLENGES

ML applications in river research should be considered as an end- 
to- end workflow consisting of various aspects of a data- intensive 
project. Figure 8 shows an ML pipeline or workflow which can be di-
vided into four major blocks or steps: (1) data collection and prepara-
tion; (2) model development and optimisation; (3) model application; 
and (4) feedback loops. In each of the blocks, we illustrate the main 
components, including river systems, databases, ML algorithms, 
models and users, and the major processes needed to transform one 
component to the other, including data retrieval, data wrangling, 
feature engineering, model optimisation and tuning, model deploy-
ment and monitoring, and feedbacks. Note that the components and 

processes are not new in ML applications; however, to our knowl-
edge, this is the first end- to- end ML workflow to be proposed in the 
context of river research. Building further on the framework of data 
science projects proposed by Wickham and Grolemund (2016), we 
highlighted the links between the systematic review and the work-
flow in the section of model development and optimisation. Beyond 
that, we elaborated in more detail below on important aspects 
within the ML workflow that river researchers should pay attention 
during the lifecycle of their ML applications.

4.1  |  Data collection and preparation

4.1.1  |  Data availability statement

Although gathering more data is often time- consuming and costly 
in river research, the availability of data is vital to the success of ML 
applications. Having sufficient data in all of the partitions of a given 

F I G U R E  6  Changes in ranking of the 
major research topics over the study 
periods
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dataset, including training, validation and test sets, is essential to en-
sure rigorous model training, optimisation and validation processes 
respectively. Note that training and test sets are used in cross vali-
dation as one of the common methods for model evaluation while 
a validation set is used in the hyperparameter optimisation step for 
model optimisation. Moreover, given the complex nature of river sys-
tems, ML applications in river research might have to deal with the 
curse of dimensionality which, together with overfitting, is the most 
challenging problem related to ML (Domingos, 2012). In particular, 
when considering additional factors, data dimensionality increases, 

leading to the tremendous expansion of data space, subsequently 
making the available data sparse. This sparsity in high- dimensional 
data hinders the ability of ML models to find patterns from the data 
that detect areas where samples form clusters with similar proper-
ties, consequently, causing statistically unreliable results. To avoid 
this, the required data must grow exponentially with the dimen-
sionality (Trunk, 1979). As such, data have been a valuable yet lim-
ited resource for river researchers when conducting their studies. 
Recently, however, the state of affairs has changed drastically. While 
good quality data have lost none of their assets, there has been a 
rapid rise in the production of these data. Timely, reliable, accurate 
and comprehensive data can be collected at a relatively lower cost 
and they have thus become increasingly available (Kitchin, 2014). In 
general, 90% of the world's data volume has been generated in the 
last 5 years (Royal Society, 2017), leading to an increasing number 
of ‘Big Data’ and its research in various fields (Yaqoob et al., 2016). 
Note that Big Data refers to datasets with a large volume that cannot 
be stored, managed or analysed by common software tools (Vassakis 
et al., 2018). Moreover, following open data movement, open data 
platforms from several environmental agencies and organisations 
such as the European Environmental Agency, US EPA, and United 
Nations, have become available for researchers.

Together with the massive surge in observational field data, 
the number of benchmark datasets, which are often used for the 
comparison and testing of various ML algorithms that address spe-
cific questions in a specific field, has also been on the rise (Dueben 

F I G U R E  7  A cluster dendrogram of different topics in ML 
applications in river research

F I G U R E  8  Workflow of machine learning applications in river research
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et al., 2022). Despite this growth, only a handful of publications 
have investigated the topic of appropriate benchmarking datasets 
in general (Olson et al., 2017). In effect, high- quality benchmark 
datasets are valuable yet difficult, laborious and time- consuming to 
generate (Sarkar et al., 2020). In the context of river research, sev-
eral benchmark datasets can be found, such as Caravan hydrology 
datasets (Kratzert et al., 2022), Global River Chemistry (GloRiCH) 
dataset (Hartmann et al., 2014), HYDROSHEDS digital database for 
hydro- ecological research (Dallaire et al., 2018), MethDB datasets 
of riverine methane concentrations and fluxes (Stanley et al., 2022). 
These datasets are often a result of meaningful cross- institutional 
collaborations which enables them grow over time in both complex-
ity and size.

4.1.2  |  Data collection

Alongside the rise of ML, researchers have witnessed the rapid de-
velopment of technologies in data collection. Specifically, in con-
trast to monotonous and time- consuming processes of traditional 
monitoring systems, advanced monitoring tools are transforming 
the methods that river researchers use to collect data for their 
studies. For example, real- time and on- site data are being collected 
and monitored remotely using technology based on the Internet of 
Things (IoT), without human presence or intervention (Chowdury 
et al., 2019). Equipped with a low- power sensor device capable of 
wireless communication, this modern approach can provide high- 
quality data for water quality monitoring with reliability, scalability, 
speed and persistence, which have been widely applied in flood and 
irrigation (Adu- Manu et al., 2017). In addition to the IoT, remote 
sensing also allows researchers and scientists to rapidly and accu-
rately obtain vast amounts of satellite data at high resolution. This 
tool has become very useful for fluvial hydrology and geomorphol-
ogy to delineate and characterise river channels or to classify and 
monitor the changes in river landscape (Soulignac et al., 2018). Note 
that, unlike traditional remote sensing with multiple spectral sensors 
that have a limited number of broad spectral bands and were de-
signed mainly to detect the concentration of the primary pigment in 
phytoplankton, hyperspectral remote sensing allows researchers to 
collect images across the full spectrum of visible and infrared light. 
Hence, hyperspectral remote sensing can offer more environmen-
tally meaningful information, including assessments of aquatic biodi-
versity, habitats, water quality and environmental hazards (Dierssen 
et al., 2021). Come along with these benefits, the rapid increase in 
remote sensing technologies also poses new challenges regarding 
the right to privacy and personal data. For example, the observation 
of private spaces— including agricultural, residential and industrial 
areas near to river systems— with remote sensing technologies can 
interfere with rights to informational and location privacy (Maniadaki 
et al., 2021). As such, it is advisable for river researchers to ensure 
that they comply with the respective data protection and privacy 
requirements while using and sharing the data. Apart from the in-
volvement of digital technologies, thousands of research projects, 

known as citizen science, are engaging millions of amateur scientists 
in collecting and analysing scientific data, generating a wealth of in-
formation (Bonney et al., 2014). In river research, the applications of 
citizen science can be found in international biodiversity monitoring 
(Chandler et al., 2017), water quality monitoring (Abbott et al., 2018) 
and hydrological monitoring (See, 2019), to name a few.

4.1.3  |  Data quality

While having sufficient data is an obvious requirement for applying 
ML learners, ensuring the quality of data amenable to learning has 
typically not been discussed explicitly. One of the most important 
factors when deciding whether an ML application has been success-
ful or not is the chosen features (Domingos, 2012). In fact, transform-
ing and processing raw data into features with better representation 
of underlying problems is often an important and time- consuming 
step before feeding data to ML (Chicco, 2017). Specifically, this step 
of feature engineering includes cleaning and preprocessing input 
dataset, scale the data features into a normalised range, randomly 
shuffle dataset instances and imputation of missing values, to name 
a few. Note that ML algorithms are general purpose, while data are 
normally domain specific; hence, river researchers need to thor-
oughly understand their collected datasets and underlying problems 
of their studies. In this regard, Kosmala et al. (2016) recommended 
that ecological and environmental researchers should assess the 
quality of each citizen- science dataset individually according to the 
nature and purposes of research design and application. In addition 
to proper volunteer training and data management practices, expert 
validation and the application of relevant statistical techniques are 
important to guarantee high- quality data for citizen science. Bird 
et al. (2014) suggested that statistical methods, such as generalised 
linear models, mixed- effect models, hierarchical models and ma-
chine learning algorithms, can be used to mitigate random errors 
and systematic biases that can occur because of the potentially high 
variability among volunteers in terms of demographics, ability, effort 
and commitment.

4.2  |  Model development and optimisation

4.2.1  |  Algorithm selection

As shown in the systematic review, the number of machine learning 
algorithms from which researchers can choose to start a research 
project can seem overwhelming. Researchers may feel tempted to 
try sophisticated and up- to- date models to increase the quality and 
novelty of their studies, thereby increasing the chance of their re-
search being published. Figures 2 and 3 show the sharp growth in 
the applications of neural networks and deep learning, support vec-
tor machines and ensemble modelling, which is different from the 
gradual increase in the application of well- established algorithms, 
such as manifold and linear models, which can seemingly be induced 
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by an increase in publications over time in general. This can be in-
duced by a belief in the trade- off between model complexity and 
accuracy. In contrast, according to the widely acknowledged ‘no 
free lunch’ theorems, there is no guarantee that sophisticated mod-
els can perform better than simple linear models as no single tech-
nique will always do best (Wolpert & Macready, 1997). Besides, it is 
often more challenging to apply novel and complicated algorithms 
properly because of their complex and opaque internal structure 
(Domingos, 2015). As such, simple algorithms could be a more op-
timal option, and one that provides better generalisation insights, a 
lower chance of overfitting, and simple model training (Chicco, 2017; 
Domingos, 2012). This could be attributed to the fact that linear 
models and matrix factorisation remain the most commonly used ML 
algorithms in river research given their transparency and simplicity 
(Dobson & Barnett, 2011).

Noticeably, in the early days, most river research focused on 
one learner, while recently many efforts have been made to com-
bine several learners, creating model ensembles. This change is indi-
cated by the boost in the application of ensemble methods in river 
research during the last 5 years (Figure 2). The goal of the ensemble 
modelling is to balance the trade- off between bias, the tendency 
of an algorithm to learn in the same wrong way, and variance, the 
tendency of an algorithm to account for data variations (Zhang & 
Ma, 2012). Prominent among several ML techniques in ensemble 
modelling, bagging, boosting and stacking can often increase perfor-
mance over a single model. However, the associated drawbacks of a 
loss of interpretability and increase in computational cost should be 
borne in mind (Witten & Frank, 2005).

4.2.2  |  Model evaluation

One of the key concerns in model evaluation is the validation of 
model performance beyond the examples in the training set. In 
other words, to avoid the mistake of overestimating model per-
formance by using the same test set, researchers need to evaluate 
model capacity in generalising their prediction to other test sets 
or new data (Greener et al., 2021). In effect, generalisation across 
studies is one of the fundamental yet difficult goals of ML in river 
research given that data are often featured by distinct study condi-
tions with a large number of influencing factors which makes the 
fixed- size training set become a diminishing proportion of the data 
space (Domingos, 2012). On the other hand, within a case study, it is 
important to avoid contaminating learners by using test data during 
the training process (Domingos, 2012). Note that unlike supervised 
algorithms in which training and test sets are used in cross valida-
tion (CV) to test their predictive model (Browne, 2000), the evalu-
ation of unsupervised algorithms consists of internal and external 
validations (Palacio- Niño & Berzal, 2019). In particular, while the 
goodness of the fitted model is evaluated in internal validation, the 
agreement between two patterns is compared in external validation: 
one pattern is a result of unsupervised algorithms, the other pattern 
is already defined in the a priori known dataset (Wang et al., 2009). 

Similar to the conflation between explanation and prediction pur-
poses when choosing ML categories (Shmueli, 2010), researchers 
should avoid the conflation between the evaluation of supervised 
and unsupervised algorithms. This is particularly vital in the context 
of river research as it is demonstrated in both Figures 3 and 4 that 
researchers have paid attention evenly to both supervised and unsu-
pervised ML categories.

It is important to note that in CV step, researchers have to con-
front the dilemma of choosing between exhaustive CV, including 
leave- p- out, leave- one- out, bootstrap and non- exhaustive CV, in-
cluding holdout, k- fold and stratified k- fold. Researchers working 
on studies with small datasets might be tempted to apply exhaus-
tive CV that tests all possible ways to split a given dataset. On the 
other hand, no benchmark can be found for non- exhaustive CV 
regarding the number of folds into which a given dataset should 
be partitioned and the number of times which researchers should 
repeat the CV process to avoid the effect of randomisation. Also 
noteworthy is an issue of data leakage in CV that leads to better 
model predictions than they actually are on the training or vali-
dation data. Data leakage happens when the information about 
the target gives models an impractical advantage to make better 
prediction in test sets or new data, such as test data are leaked 
into the training set or future data are leaked to the past (Zheng 
& Casari, 2018). For example, when a dataset contains features 
in different ranges, normalisation can be used to rescale them to 
the range 0– 1 before feeding into an ANN model. This feature 
scaling requires minimum and maximum values of each feature 
in the whole dataset, whereby the information from the test set 
can affect the training set ultimately causing data leakage. This 
is also the case when we impute missing values using mean sub-
stitution of the feature in the full dataset or using regression to 
predict missing values based on other features in the full dataset. 
A simple solution for these subtle leakages is to implement these 
preprocessing steps separately in the training and test datasets. 
Other case of data leakage is when using features that hold infor-
mation of the model outputs but will not naturally be available in 
new datasets or including feature that is a proxy of the other. For 
example, including electrical conductivity or total dissolved solid 
when predicting salinity of a water sample. To avoid this leakage, 
proper data preprocessing steps and model testing in rigorous 
benchmarking are necessary before a research can be considered 
for publication (Greener et al., 2021).

4.2.3  |  Multi- objective optimisation

It is equally important that river researchers do not only focus on 
explanatory and predictor powers when evaluating a learner, since 
multiple performance criteria are also important, such as compu-
tational efficiency, generalisability, conceptual simplicity, robust-
ness and required assumptions (Boulesteix, 2015). Traditionally, 
the model optimisation is implemented regarding a single objec-
tive; however, river modellers have increasingly encountered the 
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optimisation problem in model evaluation when multiple crite-
ria must be simultaneously optimised. In the latter case, multi- 
objective or Pareto optimisation is normally used to evaluate the 
trade- off between predictive performance, simplicity and the num-
ber of selected features. Unlike single- objective algorithms, Pareto 
optimisation can deliver a set of optimal solutions rather than a 
single solution by exploring a considerably wider search space and 
tracking all possible solutions in the Pareto front (Freitas, 2004). 
In a comparison between Pareto optimisation and single- objective 
optimisation of species distribution models for river management 
by Gobeyn and Goethals (2019), the Pareto approach was two to 
four times more efficient in identifying a wide- range set of optimal 
models with only a 4% increase in runtime compared to the latter 
optimisation. Note that unlike multi- objective optimisation, multi- 
task optimisation aims to find the optimal solutions for multiple 
tasks in a single simulation (Xu et al., 2021). For example, instead 
of applying numerous models to predict single water quality vari-
able, Zhang et al. (2019) applied a multi- task temporal convolution 
network to forecast various water quality constituents simultane-
ously, leading to a significantly reduced training time while retain-
ing a promising predictive accuracy.

4.2.4  |  Hyperparameter optimisation

After choosing a learner, selection and optimisation of its hyper-
parameters are the next important step because these parameters 
can strongly affect model complexity, efficiency and results (Probst 
et al., 2019). Notable examples of these hyperparameters are the 
learning rate for training a neural network, the number k of clusters 
in k- nearest neighbours and the size of a node in gradient boost-
ing, to name a few. These hyperparameters are typically used for 
regularisation to reduce the overfitting effect or the balance be-
tween bias and variance in model predictions. One can reduce the 
depth of trees as an efficient regularisation parameter in gradient 
boosting or random forests since when the depth of trees increases, 
the model is likely to overfit the training data, leading to high vari-
ance and low bias. Note that another regularisation technique is to 
incorporate penalization in the optimisation routine or punish the 
model outcomes if overly complex models are preferred, such as 
smoothness, ridge and lasso penalty, and elastic net in linear mod-
els. Although this step remains largely omitted from river research, 
when applying this, researchers should provide sufficient informa-
tion about what hyperparameters are selected, their ranges, and 
how sensitive model results are towards the tuning process of the 
hyperparameters (McCoy & Auret, 2019). In this case, apart from 
training set and test set, input dataset should include a validation set 
that is employed for hyperparameter tuning, while an independent 
test set should be withheld for checking model performance. This 
so- called ‘lock- box’ approach of data partition for CV has become 
a common and effective tool for data scientists in many fields to 
constrain model overfitting (Hosseini et al., 2016), hence, it is highly 
recommended to river researchers.

4.2.5  |  Computational power, programming 
languages and platforms

Also noteworthy is the growth of computing power, programming 
languages and platforms whose main focus is on ML. Besides the 
availability of data, the rapid growth of computational power has 
been essential to the current breakthrough in ML applications. In 
effect, the IT industry has tended towards increasingly specialised 
platforms for ML applications because of fast growth of this field 
for commercial interests. A notable example of this specification is 
the development of graphics processing units (GPUs) which have be-
come the current backbone of ML workflow (Hwang, 2018). Unlike 
traditional central processing units (CPUs) which feature a small 
number of cores used for handling a few tasks simultaneously, GPUs 
feature an architecture distributing tasks across a large number of 
cores that can be implemented in parallel. This parallel architecture 
is very compatible with ML applications, such as neural networks 
whose training and validation depend largely on the execution 
of numerous matrix multiplication calculations (Hwang, 2018). 
More recently, FPGAs (Field Programmable Gate Array) and ASICs 
(Application Specific Integrated Circuit) have also considerably in-
creased the popularity of ML applications thanks to their ability 
to support massive parallel computation with a much lower power 
consumption (Itagi et al., 2021). To facilitate the use of the embed-
ded hardware for processing ML applications, the largest companies 
in the IT industry, such as Microsoft Azure, Google Cloud, Amazon 
AWS, IBM Watson and DataRobot, have created several deploy-
ment platforms. The selection of platform and hardware system for 
processing AI typically depends on the trade- off between costs and 
model performance and scale.

Regarding programming languages and software, an increas-
ing number of studies have preferred to use high- level, high- 
performance, open- source programming languages, such as R, 
Python, Torch, JavaScript, SQL and Julia, to develop their ML appli-
cations because of their reproducibility, flexibility and transparency 
(dos Santos et al., 2019). On the other hand, river researchers who 
are not interested in programming or algorithm development can use 
free software such as Waikato Environment for Knowledge Analysis 
(Weka) as a non- programing approach because of its friendly and 
self- explanatory user interface (dos Santos et al., 2019). Paid soft-
ware tools such as MATLAB®, SPSS and STATA are still popular 
among river researchers due to their powerful toolbox (dos Santos 
et al., 2019).

4.3  |  Model application

4.3.1  |  Decision- making tools

Currently used for high- stakes decision- making in many fields, 
ML applications make a significant contribution to human society. 
However, some of these contributions are causing ethical con-
cerns in healthcare, criminal justice and other domains (Varshney 
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& Alemzadeh, 2017). For example, significant racial bias was re-
cently showed in a widely used algorithm in the US healthcare 
system: Black patients were assigned a lower score for receiving 
healthcare compared to equally at- risk White patients Obermeyer 
et al. (2019). This bias highlights the lack of transparency and ac-
countability in the results of these black- box models (Varshney & 
Alemzadeh, 2017). Note that, in recent decades, researchers have 
witnessed the rise of uninterpretable ML algorithms, such as deep 
learning and neural networks, although it is easy to understand 
and interpret the mechanism and results of the well- established 
ML algorithms, such as linear models, decision trees and rule- 
based models (Barredo Arrieta et al., 2020). In river research, 
deep learning and neural networks now feature in 15%– 21% of 
all publications during the last two decades. This rise has been 
based on the widespread belief in the trade- off between model 
accuracy and interpretability that is not always the case according 
to ‘no free lunch’ theorems. In contrast, while the difference in 
performance between ML algorithms is often small, the ability to 
interpret their results and processes becomes much more crucial 
for decision makers (Rudin, 2019).

On the other hand, there have also been considerable efforts 
to interpret ‘black- box’ ML models by means of explainable artificial 
intelligence (XAI) and integrated physics- ML models. First, aiming to 
produce details to clarify its functioning, XAI can be classified into 
two types: (1) transparent ML models, such as linear models, deci-
sion trees and nearest neighbours, and (2) post- hoc explainability 
techniques or model- agnostic methods, such as Partial Dependence 
Plots (PDPs), Individual Conditional Expectation (ICE) plots, Local 
Interpretable Model- agnostic Explanations (LIME) and Shapley 
Additive Explanations (SHAP) (Ribeiro et al., 2016). For further in-
formation on the concepts, taxonomies and opportunities of XAI, 
readers are referred to Barredo Arrieta et al. (2020). Second, the 
integration of physics- based modelling with ML aims to mitigate the 
drawbacks of both physics- based models and ML, some of which 
are the inaccuracy prediction of the physics- based models due to 
incomplete knowledge of complex systems, and the reduction 
of computational costs (Quaghebeur et al., 2022). In addition to 
these advantages, the increase in generalizability and interpretabil-
ity of integrated physics- ML models is particularly valuable as the 
features are desirable but typically missing in ML models (Willard 
et al., 2020). For further information on the objectives, methods and 
architecture of integrated physics- ML models, readers are referred 
to Willard et al. (2020).

From another perspective to avoid the danger of making deci-
sions without having a detailed explanation of the models, the EU 
introduced the revolutionary General Data Protection Regulation 
(GDPR) that governs ‘right to an explanation’, in particular the fact 
that ‘The data subject shall have the right not to be subject to a de-
cision based solely on automated processing, including profiling, 
which produces legal effects concerning him or her or similarly sig-
nificantly affects him or her’ (Article 22 of GDPR). This policy on the 
right of citizens to obtain an explanation for algorithmic- based deci-
sions indicates the importance of human interpretability in algorithm 

designs (Goodman & Flaxman, 2016). While racial bias might not be 
of main concern in the ML applications in river research, involved 
stakeholders, such as farmers and fishermen, that are affected by 
the results of ML applications still have ‘right to an explanation’. 
Hence, it is vital to integrate expert insights to evaluate the results 
of black- box ML algorithms before using them in decision support- 
making processes.

4.3.2  |  Stakeholder participation

Equally important is the participation of involved stakeholders as 
the end- users of the ML algorithms to ensure the transfer of their 
methods into practice. From this point of view, the transparency and 
simplicity of models, such as decision trees and fuzzy models with 
simple if- then rules, are valuable assets. These models have proven 
their success in many fields, such as medicine (Ahmadi et al., 2018), 
electronics (Singh et al., 2013), (waste)water treatment (Porro 
et al., 2018) and climate change (Ho et al., 2021). On the other hand, 
having limited practical experience, researchers advance new sta-
tistical techniques that have appeared difficult for practitioners to 
learn due to their lack of participation in the development of these 
techniques (Corominas et al., 2017). To bridge this gap, it is advised 
that researchers should develop more intuitive data analysis meth-
ods while practitioners, including students, technical officers, con-
sultants and academic, should either be more involved in the model 
development or they should contract the services of well- trained 
experts.

4.4  |  Feedback loops

4.4.1  |  Continuous ML applications

Feedback loops play an important role in boosting the performance 
of ML applications as they ensure that the results of ML applications 
will not become stagnant when the real- world data are continuously 
updated. In fact, acting as an approximation of what happens in 
the real world, training datasets of river ecosystems continuously 
evolves because of the nature of the systems as well as the unprece-
dented impacts of climate change; hence, with feedback loops, river 
researchers can reinforce and keep improving the performance of 
ML models over time. Fei and Lu (2018) suggested that the predic-
tive performance of neural network models would be considerably 
higher if they have at least one feedback loop as compared to those 
with none. Feedback loops can be applied to both data collection 
and preparation as well as model development and optimisation, to 
optimise the methods applied in these steps in new cases. In other 
words, the methods that were optimal in the previous dataset can 
be inadequate when applied in the updated dataset, which can be 
the case in many rivers where real- time and on- site data are in-
creasingly being retrieved because of the rapid development of IoT 
technologies.
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4.4.2  |  Avoid biases and limitations

It is especially worth noting that choices have to be made at every 
step of the proposed workflow, such as training/validation data-
sets, ML algorithms and model performance metrics, which can 
create biases and limitations in model results. River modellers 
hence must always be critical about their choices and data and 
explicitly discuss the biases and limitations in their publications; 
the users, policymakers, and the public can thus scrutinise the 
final deliverables of ML applications, whereby researchers keep 
providing feedback to model development process. For example, 
to overcome the shortcomings of ML applications on systematic 
underrepresentation or overrepresentation, proper experimental 
design, data collection scheme and sampling methodology should 
be followed (Ho et al., 2019). Specifically, sampling design and 
power analysis can be used to design a sampling programme that 
generates the most effective and precise estimates of the input 
features in the real world.

4.4.3  |  System improvement

Another feedback loop is that the results of ML applications can be 
used to better manage and operate river basins. A notable exam-
ple of this feedback loop is the use of ML models in flood preven-
tion which has contributed to risk reduction, policy development, 
minimisation of the loss of human life and reduction of prop-
erty damage associated with these destructive natural disasters 
(Mosavi et al., 2018). In fact, despite the early stage of research in 
this field, hydrologists and climate scientists have applied ML to 
more than 6000 scientific studies on flood forecast in which data 
including rainfall, water level and precipitation level, were increas-
ingly collected by remote sensing technologies such as satellites, 
multisensory systems and radars (Mosavi et al., 2018). The effec-
tive, real- time continuous flow of data and feedback have enabled 
rapid and necessary actions for climate resilience in modern cit-
ies, such as constructing levees or reforming building codes. This 
is also the case with ML applications forecasting other natural 
disasters, such as droughts, storms, forest fires, to name a few 
(Goswami et al., 2018).

5  |  CONCLUSIONS

Overall, there has been great excitement about machine learning 
(ML) applications in river research during the last two decades as the 
number of publications of most ML algorithms has rapidly increased. 
Trend analysis showed that unsupervised learning and supervised 
learning have dominated the field of river research while neural net-
works and deep learning have gained more attention in this field, 
featuring in 15%– 21% of the total publications over the last two 
decades. The early dominance of unsupervised learning indicates 
the focus of river researchers on understanding river systems, while 

within the last decade, attention has turned towards predictive 
models for estimating and forecasting river states. A limited number 
of publications applying reinforcement learning, semi- supervised 
learning and self- supervised learning reveals an opportunity to ex-
ploit their application in river research in the future. Matrix factori-
sation and linear models have been the most popular ML algorithms 
with more than 1300 and 800 publications respectively appearing 
in 2020. Conversely, river researchers have had few applications in 
multiclass and multilabel algorithm, associate rule, Naïve Bayes and 
Gaussian processes.

Across the study periods, hydrology, hydropower and dam, public 
health and water quality/pollution have remained the most common 
topics. The popularity of topics such as movement, drinking water 
and fisheries has decreased, while that of other topics such as heavy 
metal, gas fluxes, spatiotemporal trends, land- use change, eutrophi-
cation and climate change has grown considerably. The interdisci-
plinary nature of river research was also indicated via the number 
and percentage of shared publications among the research topics as 
around 70% of the river research publications studied more than one 
of the 25 proposed research topics. Here, public health, hydropower 
and dams, hydrology and heavy metal were the research topics that 
were linked to around 10% of publications of other research topics.

While researchers might be tempted to choose sophisticated 
and advanced models, well- established ML such as decision trees 
and linear models, still retain their assets including generalisability, 
conceptual simplicity, robustness and transparency. On the other 
hand, substantial efforts have been made to interpret ‘black- box’ 
models by using explainable artificial intelligence (XAI) and inte-
grated physics- ML models. Furthermore, data warehousing is be-
coming a cornerstone of ML's success in river management, while 
end- to- end project management with multiple- cycles is essential for 
the improvement of the integration of ML in decision- making in river 
and ecosystem management.

We proposed and recommended an innovative end- to- end 
workflow of ML applications in river research that includes four 
major steps: (1) data collection and preparation; (2) model evaluation 
and selection; (3) model application; and (4) feedback loops. Within 
this workflow, river modellers have to balance numerous trade- offs 
between: model complexity and accuracy; model interpretability 
and transparency; model bias and variance; data privacy and acces-
sibility; model scale and required resources, such as computational 
cost, development time and data quantity. Any choices between 
these trade- offs can lead to different model outcomes that can af-
fect model application. By considering modelling goals, understand-
ing collected data and maintaining feedback loops, river researchers 
can continuously improve their model performance and eventually 
reach their research objectives.
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